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1 Introduction

The advancement of solid-state electronics in recent years has been exception-
ally remarkable, with the progress made in just the past 75 years since the
invention of the transistor. The progress of electronics has made many things
possible, such as powerful wireless smartphones and the World Wide Web. The
continued progress, such as understanding the human body through genetic
analysis or optimizing traffic flow with increasing numbers of cars, requires
advanced computation. Classical computing based on the bit reached a very
high performance. However, classical computers are slow for tasks that require
high computational power, and their potential is limited because the thermal
heating of transistors does not allow packing the transistors much closer. One
solution to this issue could be quantum computing.

In a quantum computer, the basic unit is a qubit, which presents a quantum
two energy - levels system. The main difference between the qubit and the
bit is that qubits employ quantum entanglement, giving not only 0 and 1
states but the superposition of the states. This enables quantum computers
to perform complex calculations more quickly than classical computers [1].

The materials that are often used to realize qubits are superconductors.
These materials below some temperature conduct current without dissipation,
but additionally, the ground state of the superconductor presents a macro-
scopic coherent condensate. In this thesis, we will be utilizing two-dimensional
(2D) superconductors. Low dimensionality results in electron confinement in
certain directions, leading to new properties, such as robustness to magnetic
fields due to the lack of orbital effect. Furthermore, low dimensionality might
lead to the formation of bound states, which could be utilized in qubits[2].

It is noteworthy that before the successful extracting of monolayer graphene
from its bulk crystal by a technique known as mechanical exfoliation in 2004
[3], the existence of 2D materials was in doubt due to their predicted thermo-
dynamical instability[4]. Nowadays, many 2D materials have been discovered,
which have weak van der Waals forces between the layers and exhibit different
electrical properties, from being an insulator to a superconductor[5].

In this thesis, I focus on one of such 2D material, superconducting NbSe2.
In addition to van der Waals coupling between layers, this material belongs
to the group of transition metal dichalcogenides, where Nb is the transition
metal, and Se is the chalcogen. Due to the presence of heavy transition metals,
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1 Introduction

this group of materials has strong-spin orbit coupling.
One can obtain heterostructures with perfect interfaces by stacking van der

Waals materials together. In this thesis, we imply this property to engineer
high-quality tunnel junctions. Tunneling spectroscopy is a well-known tech-
nique to characterize materials by probing their density of states. In addition
to the superconducting energy gap of NbSe2, we observe some sub-gap states
that we assume are bound states formed due to the naturally formed quantum
dot-like defects in tunnel junctions. This thesis focuses on studying the origin
of these states.

Outline of the thesis

The thesis is organized in the following way. Chapter 2 discusses the theoretical
backgrounds of superconductors (SC), quantum dots (QD), and hybrid QD-SC
devices, including the concept of forming Andreev bound states. Furthermore,
Chapter 2 covers the tunneling spectroscopy technique and the properties of
van der Waals materials, specifically superconducting NbSe2. Chapter 3 de-
scribes the device fabrication and measurement set-up, including the use of
mechanical exfoliation and the dry stacking technique to form heterostruc-
tures, as well as the cryogenics and measurement set-up used in the study.
Chapter 4 characterizes the macroscopic properties of NbSe2, including the
critical transition temperature and critical magnetic field values. We also pro-
vide the tunneling spectra of NbSe2 and its fitting to investigate the nature
of superconductivity in NbSe2. Finally, Chapter 5 presents the results and
discussion of subgap states in tunnel junctions based on NbSe2.

2
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2 Theoretical background

This chapter presents the theoretical background for the study of bound states
formed in van der Waals tunneling devices. These bound states are treated as
quantum dots that are connected to a superconductor. Therefore, the chap-
ter covers the concepts of superconductivity, the properties of quantum dots,
and the transport in hybrid devices composed of quantum dots and super-
conductors. A particular focus is placed on the formation of Andreev bound
states and their ground state. Additionally, the chapter discusses tunneling
spectroscopy as a technique for studying the density of states, and examines
materials with van der Waals coupling between layers, specifically focusing on
the superconductivity of NbSe2.

3



2 Theoretical background

2.1 A quantum dot coupled to a superconductor

In this section, we consider the transport of hybrid devices composed of a
quantum dot (QD) and a superconductor (SC). The QD is similar to an atom,
as it is a small conducting island that confines electrons in all three dimensions.
This allows for the observation of single-electron transitions. Superconductors
exhibit Cooper pairs transport. New phenomena may occur when the coupling
strength between the QD and SC is the dominant energy scale in the system.
In this section, we focus on the case where the superconducting gap is large
compared to the charging energy of the QD, which disconnects the QD from
the quasiparticles of the superconductor. By solving the Hamiltonian of the
system, it was shown that the coupling between the SC and QD leads to the
hybridization of the QD’s even charge states, forming new energy levels called
Andreev bound states. This enables the transport of Cooper pairs through
the QD.

2.1.1 Superconductors
Superconductors are exotic materials, which below some specific temperature,
called the critical temperature, lose their electrical resistivity1. This phe-
nomenon was discovered by Onnes in 1911, after the technological progress
in obtaining liquid helium[6]. It was later found that a superconductor can
conduct charge without dissipation due to electrons forming a coherent shared
ground state2. The ground state is known as the superconducting condensate
and is separated from the excited states by an energy gap [7, 8].

The microscopic theory describing the phenomena of superconductivity was
proposed by Bardeen, Cooper and Schrieffer [9], which is also known by its
abbreviation BCS theory. This theory explains superconductivity as a phe-
nomenon that occurs due to the formation of an effective attractive interaction
between electrons near the Fermi surface.

In an intuitive picture, an electron moving in a lattice of positively charged
ions creates a force, that is slightly displaces ions toward the electron. This
creates a local place of increased positive charge density, and as a result an-
other electron is attracted to this region [10]. It was also shown, that the
binding energy and, therefore, the attractive interaction of the electron pair is
maximum when the electrons have opposite momentum,i.e. k1= - k2, where k1
and k2 are the electrons wavevectors [11, 12]. Furthermore, in the BCS the-
ory, it is shown that electrons in a superconductor form spin singlet Cooper
pairs3, i.e the total spin of Cooper pair is zero. Therefore, both electrons in the

1At least up to 14 desimels
2Superconductivity is a truly macroscopic quantum phenomena.
3If Cooper pairs would have a total spin other than zero, this would lead to characteristic

magnetic properties that are not detected for superconductors described by the BCS

4

2



2.1 A quantum dot coupled to a superconductor

pair have opposite spins[14]. Cooper pairs form the collective many-particle
condensate, a singlet ground state of a superconductor [11].

The energy gap

The BCS theory also predicts an energy gap, by showing that to break a
Cooper pair into two unpaired electrons also referred to as quasiparticles, the
system needs an energy of 2∆(T ), where ∆(T ) is the so-called energy gap.
The ground states and quasiparticles are separated by the energy gap. The
quasiparticle density of states (DOSq) was calculated to be equal to [11, 15]:

DOSq =

{
DOSn (EF ) |E−EF |√

(E−EF )2−∆2
, (|E − EF | > ∆

0, |E − EF | < 0
, (2.1)

where a particle’s DOS in the normal state is [DOS]n, while its energy is
E. EF is the Fermi energy, which lies in the middle of the gap of 2∆(T ) for
the superconductor.

When the temperature rises, the temperature broadening causes the smear-
ing of the density of states and a decrease in the energy gap (∆). When the
temperature is greater than the critical temperature (T>Tc), the density of
states becomes identical to that of the normal state. The temperature depen-
dence of the energy gap can be described as follows [11, 13]:

∆(T ) ≈ ∆(0)
(

1 − T

Tc

)1/2
(2.2)

where ∆(0) is the energy gap size at T = 0 and relates to the critical
transition temperature as follows: [11]:

∆(0) ≈ 1.74kBTc (2.3)

Effect of an external magnetic field

In 1933, Meissner and Ochsenfeld showed that a material exhibits perfect dia-
magnetism in the superconducting state, thereby excluding magnetic fields[16].
However, the Gibbs energy of a superconductor increases with the applied mag-
netic field, whereas for a normal state, it remains relatively constant[7]. As
a result, superconductivity can no longer be observed above a specific critical
magnetic field.

According to how superconductivity breaks down under an external mag-
netic field, materials are divided into two types: type I and type II. In type I
superconductors, there is a single critical field strength, Hc(T), at which the
material has a transition to the normal state. Type II superconductors present

theory[13]

2
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2 Theoretical background

the emergence of two critical fields, Hc1 (T) and Hc2 (T). Above Hc1 (T), the
materials experience the formation of vortex cores, which present local nor-
mal states and, therefore, create a mixed state of normal and superconducting
states. With the increase of the magnetic field, the number of vortices in-
creases and eventually, at Hc2 (T), leads to the complete transition of the
superconductor to the normal state.

The way superconductivity is broken in low-dimensional materials is affected
by the confinement of electrons. For example, in the case of thin supercon-
ducting films, when a magnetic field is applied in-plane, the film’s supercon-
ductivity is protected from the orbital effects, resulting in higher critical fields
compared to bulk materials. However, superconductivity can be broken with
the external magnetic field by Zeeman splitting when the splitting energy is
equivalent or more than the gap energy, µBH ≈ ∆, where µB is the Bohr
magneton. This critical value is the Pauli paramagnetic limit (Hp), and by
using Eq.2.3, one can obtain Hp(T = 0) = 1.86Tc0 in the units of Tesla[17].

The BCS theory explains the properties of many superconductors, typically
composed of metals or alloys. However, some superconductors are beyond this
theory and referred to as unconventional superconductors. We will discuss one
such material, namely NbSe2, at the end of this Chapter and in Chapter4.

2.1.2 Quantum dot

A QD is a small conducting island, usually realized as a nanoscale semicon-
ducting device, which confines electrons in all three spatial dimensions. As a
result, the energy levels of electrons in the QD are discrete, like in an isolated
atom. The level spacing, δE, depends on the QD’s material and geometry
parameters. Due to the small size of QDs and, therefore, the low capacitance
C, the electron-electron interaction U=e2/C can not be neglected. It is often
even the dominant energy scale at low temperatures [18].

The well-separated discrete energy levels are due to the QD being weakly
coupled to the source and the drain via tunneling barriers[19], Fig.2.1(a). The
coupling strengths are characterized by energy broadening parameters, ΓSource

and ΓDrain, which are usually much less than U . Only due to recent techno-
logical progress, it became possible to make QD-SC devices with ΓSource or
ΓDrain ∼ U [8].

One can add or remove an electron from the QD by applying a voltage
capacitively to the QD (through the gate voltage Vg) and, therefore, change
the electrochemical potential of the QD, Fig.2.1(a). When a small bias voltage
(µS ≈ µD) is applied between the source and the drain, and a QD energy level
is tuned via the gate voltage Vg within the energy window defined by bias
voltage, resonant tunneling transport will be observed as resonance peaks of
dI/dVSD as a function of the gate voltage[18], Fig.2.1(b-d).

6
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2.1 A quantum dot coupled to a superconductor

Source

µS

µ(N-1)

µ(N)

µ(N+1)

µ(N+2)

  Drain

µD

eαVg

µS

µ(N-1)

µ(N)

µ(N+1)

µ(N+2)

  Drain

µD

U
U

+δΕ

ΓDrain
ΓDrainΓSource ΓSource

Source

dI/dVSD

Cg

N N+1

(a)

(b) (c)

(d)

Source Drain

Gate

QD

ΓDrainΓSource

U U
U

δE

Figure 2.1 (a) The capacitor model of a QD connected to Source and Drain
electrodes via tunnel coupling with ΓSource/Drain strength. The QD’s electro-
static potential can be tuned by applying the voltage to the gate through the
gate’s capacitance Cg (a field effect). The alignment of the QD’s electrochem-
ical potential with respect to the source and drain can be either in a Coulomb
blockade state (b) or in resonance (c). (d) Schematic of differential conduc-
tance resonance peak as a function of eαVg, where e is the electron charge, α
is a lever arm (α = Cg/C) and Vg is the gate voltage. The resulting current
(and, therefore, conductance) can be measured when the QD energy level is
tuned within the small energy window defined by VSD. The plot is adapted
from [20] and presented for the two-fold degenerated quantum dot.

2.1.3 N-QD-SC devices

In this section, we will consider the transport of Normal metal - QD - Super-
conductor structures, here and after abbreviated as N-QD-SC. The transport
through such a system is determined by the strength of the following param-
eters: thermal broadening, spacing distance between levels of QD δE, the
strength of charging energy U , coupling strength to the superconducting lead
ΓS , coupling strength to the normal lead ΓN , and the size of the supercon-
ducting gap ∆[18]. The main references for this section are [19] and [21].

Quantum transport is typically studied at cryogenic temperatures, since
high temperatures can cause thermal broadening which can wash out the re-
sults. Additionally, higher temperatures may lead to the appearance of thermal
states [22] that are not relevant for the current discussion. For this reason, it
is assumed in the following discussion that the effects of thermal broadening
are negligible.

When ΓN is large, such that ΓN ≫ ΓS, and as long as the dot’s energy level

2
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2 Theoretical background

is in the superconducting gap, there will be no tunneling of electrons from
the QD to the superconductor due to weak coupling. Thus Andreev processes
will be strongly suppressed. Therefore, in the following discussion we assume
ΓN ≪ ΓS.

When the charging energy is the most significant energy component, i.e.,
U ≫ ΓS , which means that the electron states of the QD are far away from
each other, these states are robust to any hybridization. When ΓS ∼ U ,
the quantum dot and the superconductor are strongly coupled, leading to
the formation of bound states. There are at least two types of bound states
that might appear: Yu-Shiba-Rusinov states(YSR) and Andreev bound states
(ABS). These states have similar features in the experiment results. However,
the forming mechanisms are different. When the superconducting gap is small,
the states are formed between electrons in the quantum dot and quasiparticles
of the superconductor; these states are called YSR states. A large super-
conducting gap supresses quasi-particles and therefore YSR states, but allows
observing the formation of new energy levels of the QD called Andreev bound
states [23, 24]. The ABS are formed due to the hybridization of even-charged
states of the quantum dot mediated by the superconductor[23]. Thus, Cooper
pairs between QD and SC can be transferred. Below we will focus only on the
case of Andreev bound states.

2.1.4 Andreev bound states in N-QD-SC devices
When ΓS ∼ U and ∆ is large, the superconducting proximity effect signifi-
cantly alters the QD’s energy spectrum. The so-called superconducting An-
derson model can be used to describe a QD-SC system. This model assumes
a Hamiltonian in the following form [25]:

Htot = HQD +HS +HT , (2.4)
where, a QD with a spin-degenerate single level orbit ϵd is taken and con-

sidered as follows:

HQD =
∑

σ

ϵdd
†
σdσ + Un↑n↓, (2.5)

where d†
σ(dσ) are the creation (annihilation) operators of the electrons with

spin σ, and nσ = d†
σdσ the number operator of the QD. The second term

describes the Coulomb interaction (U) of electrons in the QD and only takes
place if both the spin up and spin down state of an energy level is occupied:
n↑ = n↓ = 1[19]. The BCS Hamiltonian describes the superconducting lead
as follows:

HS =
∑
k,σ

ϵkc
†
kσckσ − ∆

∑
k

(
c†

k↑c
†
−k↓ + h.c.

)
, (2.6)

8
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2.1 A quantum dot coupled to a superconductor

where c†
kσ, (ckσ) are the creation (annihilation) operators of the electron

with spin σ, and wavevector k and ∆ is the superconducting energy gap.
The tunnel Hamiltonian describes a coupling between the superconducting

lead and the QD as follows:

HT = tS
∑
k,σ

(
d†

σck,σ + h.c.
)
, (2.7)

where the tunneling energy parameter, tS , is related to the coupling strength,
ΓS , through the equation ΓS = 2πt2Sρ0, where ρ0 is a constant density of states
in units of [1/eV] around the Fermi energy. In this model, only the supercon-
ducting lead is considered, and the second normal lead is not included.

Superconducting atomic limit

The Hamiltonian for the N-QD-SC system Htot, Eq.2.4, can only be solved
analytically under certain conditions. The simplest approximation to consider
is the atomic limit. In this case, we assume that the tunneling coupling tS is
zero, so the lead and the QD are decoupled. The Hamiltonian of the isolated
quantum dot, HQD has four eigenstates: {|0⟩, | ↑⟩, | ↓⟩, | ↑↓⟩}, Fig.2.2(a)[19].
The even-charge states |0⟩ and | ↑↓⟩ with the total spin equals zero (S=0)
are called singlets, and the odd-charge states | ↑⟩, | ↓⟩ with S=1/2, are called
doublets.

The atomic limit described above does not allow to study of QD-SC systems.
Therefore, to overcome this, researches have developed a concept of supercon-
ducting atomic limit, where the decoupling between the quantum dot and the
quasiparticle continuum is achieved by taking the limit of a large supercon-
ducting gap, ∆ → ∞ [19]. As a result, one could consider a local effective
Hamiltonian [19, 21, 26] as follows:

Heff = HQD − ΓS

2
(
d†

↑d
†
↓ + d↑d↓

)
, (2.8)

where the second term describes the proximity effect, which creates and
annihilates Cooper pairs on the QD[19]. It arises due to the phenomenon of
Cooper pair tunneling between a superconductor and the QD through a process
called virtual Andreev process, which is enabled by the hybridization of the
empty state |0⟩ and the doubly occupied state |↑↓⟩. The doublet states (| ↑⟩, | ↓
⟩) remain eigenstates [21]. The eigenvalue of the doublet is considered to be
exactly the middle between E|0⟩ and E|↑↓⟩ and, therefore, equal to ϵd + U/2.
This eigenenergy of the doublet we will denote as δ.

By comparing the local effective Hamiltonian, Eq.2.8, with the BCS Hamil-
tonian from Eq.2.6, it can be seen that the coupling constant ΓS acts as the
pairing energy 2∆ for the proximitied QD[19].

2
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2 Theoretical background

Due to the hybridization of even-charged states of the QD, they are no longer
eigenstates of the QD. One can diagonalize the effective Hamiltonian to find
new eigenstates using the Bogoliubov-de Gennes transformation as follows:

|S−⟩ = u|0⟩ − v∗| ↑↓⟩
|S+⟩ = v∗|0⟩ + u| ↑↓⟩,

where u, v are the Bogoliubov-de Gennes amplitudes u = 1/2
√

1 + δ/
√
δ2 + Γ2

S

and v = 1/2
√

1 − δ/
√
δ + Γ2

S , where δ = ϵd + U/2[19]. The resulting states
|S−⟩ and |S+⟩ are Andreev Bound states with respective energies E− and E+,
expressed as follows[19]:

E± = U

2 ±
√
δ2 + Γ2

S + δ; (2.9)

The resulting new eigenstates are illustrated in Fig.2.2 (c). Transitions that
change parity by one, i.e., transitions of single electron tunneling with changing
parity from odd to even or from even to odd, which are allowed in the QD,
are {|↑⟩ , |↓⟩} ↔ |S−⟩ and {|↑⟩ , |↓⟩} ↔ |S+⟩. They are indicated by red arrows
and the respective excitation energies are labelled as ζ−and ζ+.

These single-electron transition energies can be observed by tunneling spec-
troscopy in N-QD-SC devices with the QD weakly coupled to the normal
electrode. In the conductance spectra, this would appear as subgap peaks at
eVSD = ±ζ±. Chapter 5 presents our experimental results of such transitions.

2.1.5 Ground states of the quantum dot strongly coupled to the SC
As can be seen from the equation 2.9, the ground state of the quantum dot is
the singlet |S−⟩ as long as E− < δ, and it is a doublet otherwise. The phase
boundary condition (when E− = δ) can be easily derived from equation 2.9:

δ2

U2 + Γ2
S

U2 = 1
4 (2.10)

This presents a semicircle in the ( δ
U

)-( ΓS
U

)-plane with the radius 1/2 as illus-
trated in Fig.2.3. It is shown that the ground state is always singlet when ΓS

is a significant value (when the QD is strongly coupled to the superconductor).
The horizontal axis of the graph represents the QD’s electrochemical potential
normalized by the QD’s charging energy. By applying a gate voltage to the
QD, it is possible to tune the electrochemical potential and observe the singlet
to doublet transition.

An external magnetic field can also be used to observe the ground states
transition. When the magnetic field is applied, the spins in the QD’s doublet
state will align either parallel or antiparallel to the field[19]. This causes the

10
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2.1 A quantum dot coupled to a superconductor

N QD S

ζ-

ζ+

ΓN<<ΓS , 

ΓS ≈ U  

a) b) c)

Figure 2.2 QD strongly coupled to a superconductor. The figure is adapted
from [27].(a) The schematic of N-QD-SC system when ΓN ≪ ΓS and ΓS ∼ U .
(b) Energy spectrum of an isolated quantum dot with one spin-degenerate
orbital. Suppose the dot is strongly coupled to the superconductor. In that
case, the empty |0⟩ and the doubly occupied states |↑↓⟩ are hybridized via
virtual Andreev processes (the blue arrow), which leads to the formation of
new eigenstates[27]. (c) The energy spectrum of the QD-SC system in the
superconducting atomic limit.

Figure 2.3 Phase diagram of the singlet and the doublet ground states as a
function of δ

U
and ΓS

U
and approximation of the large superconducting gap,

∆ → ∞. The figure is adapted from Ref.[21]
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2 Theoretical background

energy levels to be shifted proportionally to the field strength. This splitting
between doublet’s energy levels under the external magnetic field is known as
the Zeeman effect and is determined by the effective g-factor of the quantum
dot.

2.2 Tunneling spectroscopy

In this section, we will explore the concept of tunneling, a quantum phe-
nomenon that allows for the movement of particles through high potential
barriers. We will consider a system consisting of two conductors separated
by an insulating barrier of high potential energy (U). The probability of an
electron’s location is represented by the square of its wave function. When
an electron with energy less than the height of the potential barrier (E<U)
attempts to move from one conductor to the other, its wave function decays
exponentially as it passes through the barrier. However, if the width of the
barrier is small enough, the wave function may not be fully suppressed, allow-
ing for a non-zero probability of electron transport between the conductors.

Tunneling spectroscopy is an important technique in material science be-
cause it is a direct tool to study the electron’s density of states of materials.
The method was developed by Ivar Giaever in around 1960, who used it to
confirm the energy gap in the superconductor’s conduction band, which was
predicted by BCS theory [28]. Below we discuss this method concerning our
experiment, which are presented in Chapters 4 and 5.

Tunneling equation
In this section, we will derive the tunneling equation for a low-temperature
tunneling experiment in which one of the conductors has a constant density of
states. We will make several assumptions in this process, including the assump-
tion that the tunneling is elastic (i.e., the energy of the electrons is conserved).
Despite the simplicity of the system we are considering, the resulting tunneling
equation is able to accurately describe a wide range of tunneling experiments.
For a more comprehensive treatment of additional important parameters of
tunneling experiments, such as thermal broadening, the reader is referred to
[11].

Fig.2.4 (b) depicts the energy diagram of the tunneling process, consisting
of two conductors separated by a thin insulating barrier. In this section, we
will refer to the conductor with the higher chemical potential as the probe and
the other as the sample. The transition probability of electrons through the
insulating barrier depends on the characteristics of the barrier, which are cap-
tured in the "phenomenological" tunneling matrix element |M |. This matrix
element is dependent on the width of the tunnel barrier and the work functions
of the probe and the sample[11].
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Figure 2.4 Tunneling process. (a) Exponential decay of the electron wave-
function, schematically represented as a sinusoidal wave packet, passes through
the potential barrier; ψin and ψout indicate the wave function before and after
the tunnel barrier, respectively. (b)The energy diagram of the tunneling pro-
cess. The vertical axis represents energy, while the horizontal - is the density
of states (DOS). The two conductors (named "Probe" and "Sample") are sep-
arated by the thin insulator - the high potential energy barrier (green). Here
the probe is set at a higher chemical potential; the opposite is also possible.
The difference between chemical potentials is eV. The current mainly goes
from the conductor with the higher chemical potential to the lower, shown
by pink arrows; however, at small eV, some current flows to the opposite side
(the dashed pink arrow). The probe has constant DOS in the measuring range
eV(the dashed grey line), and the sample has variable DOS.

To express the equation for the tunneling current, it is necessary to consider
the occupied states of the probe, which in unit energy interval can be rep-
resented as the product of the probe’s density of states and the Fermi-Dirac
distribution for the probe[11]. We must also consider the free electron states
of the sample, which are given by the product of the sample’s density of states
and [1 − f(ε)], the probability that the state at energy ε is empty, the equa-
tion 2.11. In order to account for currents flowing in the opposite direction,
the equation 2.12 also considers the free states of the probe and the occupied
states of the sample.

IP→S = A|M |2
∫ ∞

−∞
(ρP (ε− eV ) · f(ε− eV )) · (ρS(ε) · [1 − f(ε)]) dε, (2.11)

IS→P = A|M |2
∫ ∞

−∞
(ρS(ε) · f(ε)) · (ρP (ε− eV ) · [1 − f(ε− eV )]) dε, (2.12)
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where A is the constant of proportionality, which includes geometric pa-
rameters of the conductors, electron charge, etc., |M | is the tunneling matrix
element, V is the applied voltage, eV is the difference in the chemical potentials
between the probe and sample, ρS(ε) and ρP (ε − eV ) are DOS of the sam-
ple and the probe respectively, and f(ε) and f(ε− eV ) are Fermi-distribution
functions for the sample and the probe respectively[11].

At the cryogenic temperatures at which we perform our measurements, the
thermal broadening is negligible, therefore, the above integrals can be reduced
to integrals from Fermi energy of the sample, EF , to EF + eV . The Fermi-
Dirac distributions for the probe and the sample can also be treated as if they
were at zero temperature. The effective current I is the subtraction of IP→S
and IS→P and has a direction from the part with the higher chemical potential
to the lower one. As a result, we obtain the following final equation for the
current:

I = IP→S − IS→P = A|M |2
∫ EF +eV

EF

ρS(ε)ρP (ε− eV )dε. (2.13)

As previously mentioned, the material chosen for the probe is assumed
to have a constant density of states in the measured range eV , such that
ρP (ε − eV ) ≈ constant. This assumption holds true for many normal (non-
superconducting) metals, such as gold and platinum.

To analyze the electron density of states of the sample, we take the derivative
of equation 2.13. The first derivative of the tunneling current as a function of
voltage is referred to as the tunneling differential conductance, which is often
measured in experiments[11].

dI/dV ∼ ρS(eV ). (2.14)

Tunneling of N-I-S system
It is possible to study the quasiparticle DOS of a superconductor (S) using tun-
neling devices, in which one conductor is a normal metal (N) with a constant
density of states. These heterostructures, known as NIS tunnel junctions, are
depicted in Fig.2.5 , showing energy diagrams at different values of applied
voltages compare to superconducting gap.

The tunneling experiment
In this work, we focused on characterizing NbSe2, an air-sensitive supercon-
ducting van der Waals material, whose properties are described in Section 2.3.
To study it, we employed a planar tunneling spectroscopy technique, in which
a nano-thin insulator is placed between two electrodes. There are several rea-
sons for choosing this method: (i) van der Waals (vdW) stacks are known to
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Figure 2.5 The energy diagrams of the NIS tunnel junction. The vertical
direction represents energy, while the horizontal - is DOS. (a) At V = 0, the
chemical potentials of the probe and the sample are aligned, and a non-zero
probability for Cooper pair current exists in both directions. However, the
effective current equals zero. (b) At small V, the resulting current is still zero
because there are no single-particle states inside the superconducting gap. (c)
When eV⪖ ∆, the effective current I > 0.

have a perfect interface, so we used vdW dielectrics (such as 3 or 4 layers of
MoS2 or a bilayer of hBN) as the tunnel barrier; (ii) the insulator allowed us to
encapsulate the air-sensitive NbSe2 from the environment; and (iii) the planar
tunneling heterostructure is a mechanically compact and stable device, which
allows for measurements to be taken in any fridge and for multiple experiments
to be performed on a single device.

One additional feature we get from our planar tunneling devices is an ob-
servation of inelastic tunneling channels, in which electrons lose a portion or
all of their energy as they move from one electrode to the other. This energy
can be transferred and excites other processes. Consider the case of tunneling
through a quantum dot coupled to a superconductor. Such energy excites an
electron in a quantum dot to a higher level.

One disadvantage of using planar tunneling spectroscopy compared to scan-
ning tunneling microscopy is that it averages the measured tunneling conduc-
tance over the area of the tunnel junction. For example, in our experiments,
we fabricate tunnel junctions with an area on the order of 1 µm2 to obtain
large enough tunneling signals. This averaging limits the spatial resolution
of the DOS measurements; however, despite this limitation, planar tunnel-
ing spectroscopy remains a useful tool for probing the properties of materials,
particularly for cryogenic measurements.

2
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2.3 van der Waals materials

In this section, we will examine the properties and characteristics of NbSe2,
MoS2, and hBN, which are part of the van der Waals materials group. These
materials are so named because they are held together by weak van der Waals
forces between layers, while the atoms within the layers are bound by strong
covalent bonds[5]. NbSe2 and MoS2 are also classified as transition metal
dichalcogenides, and this subgroup of materials is known for its strong intrinsic
spin-orbit coupling.

Superconducting NbSe2

NbSe2 is a superconductor that is known for the coexistence of charge den-
sity waves 4 and superconductivity. According to research [30], this mate-
rial preserves superconducting properties down to monolayers, with a critical
temperature (Tc) of approximately Tc ≈ 3 K, while for the bulk Tc ≈ 7 K,
Fig.2.6[30].

Figure 2.6 Resistance of NbSe2 samples with different thicknesses as a func-
tion of the temperature. The resistance value is normalized to the normal state
value. The experimental datais indicated by symbols, while the solid lines are
provided fitting. Figures are adapted from Ref.[30].

As was mentioned above, NbSe2 is a transition metal dichalcogenide (TMD).
This group of materials has a structure in the form of MX2, where M is a

4A charge density wave(CDW) is a periodic modulation of the distortion of the lattice or
electron density conduction. To know more about CDW in NbSe2, the reader might
refer to [29].
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a) b)

Figure 2.7 Crystal structure of 2H-MX2 TMD. The transition metal M is
shown in violet and the chalcogen X is shown in yellow. (a)Side view on the
crystal structure. The unit cell of the 2H-MX2 is shown by the dashed green
line, the inversion center by the black dot. (b) Top view on the monolayer
TMD (1H-MX2). The structure has a basal mirror plane, and three perpen-
dicular mirror planes, one of them indicated as σv. The crystal field directions
indicated by the blue arrows, the antisymmetric Ising spin-orbit magnetic field
BSO also indicated by black circles with directions. Figures are adapted from
Ref.[31].

transition metal (such as Mo or Nb), and X denotes to a chalcogen (such
as S or Se)[31]. The transition metal layer is located between two layers of
chalcogens, Fig.2.7(a).

One of the common crystal structures of TMD is the hexagonal polytype,
2H-MX2. The inversion center of 2H-MX2 is located between the layers, Fig.
2.7(a); therefore the odd layer TMD is non-centrosymmetric. This crystal
structure provides out-of-plane mirror symmetry, which leads to the restriction
of the crystal field (ε) to the in-plane of the layers, Fig. 2.7(b).

In TMD, the hybridization of the d orbitals of the heavy transition metal
and the s orbital of the chalcogenide atoms lead to strong intrinsic spin-orbit
coupling, which can be described as an intrinsic out-of plane magnetic field:
HSO(k) ∝ k × ε, where k is the crystal momentum [17, 30]. The broken
inversion symmetry for the odd layers NbSe2 allows for antisymmetric direc-
tions of the spin-orbit field in opposite corners of the hexagonal Brillouin zone,
Fig.2.8(a)[32].

The large antisymmetric intrinsic HSO leads to Zeeman energy splitting

2
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between spin states by a large spin-orbit gap5 (∆SO) and the spin splitting
changes sign upon inversion through the Brillouin zone center[32], Fig.2.8(a).
This leads that Cooper pairs mainly form between electrons of opposite valleys
with opposite spin polarizations, known as the Ising pairing.

HSO also pins spins of electrons in Cooper pairs and prevents their alignment
when the in-plane magnetic field is applied, allowing for large upper critical
magnetic field values[17]. As was shown above in Sec.2.1.1, for BCS two-
dimensional materials, the upper critical magnetic field is given by the Pauli
limit. It was proved experimentally that in monolayer Ising superconductors,
such as NbSe2 or TaS2 the upper critical magnetic field is larger than the Pauli
limit (Hp) [30, 32], Fig.2.8 (b-c) and can be estimated as H∥

c2 ∼
√
HSOHp[32].

It was also observed experimentally that for bilayer NbSe2, when the in-
version symmetry is restored, the H∥

c2 is larger than the Pauli limit and in
general, no oscillation of the upper critical magnetic field occurs with the layer
number[30, 32], Fig.2.8(b). This can be explained by weak coupling between
the layers[32]. If there is no interlayer coupling, this would be equivalent to
the monolayer Ising superconductor. As was shown in [32], a small amount
of tunneling happens in neighboring layers between d orbitals of Nb atoms.
The crystal field is inverted in the neighboring layers, leading to the opposite
effective field, Fig.2.8(d). It was shown that interlayer hopping is small com-
pared to ∆SO, however increase with number of layers, Fig.2.8(e), which leads
in decreasing of the upper critical magnetic field with the layer numbers[32].

Insulating MoS2 and hBN

Two other materials that we employed in our project are 2H-MoS2 and hBN.
These materials have interesting properties and are actively used in many other
types of research, for example, in electronic transport [33, 34], and optics [35].
Here we outline only the dielectric properties of 2H-MoS2 and hBN since we
use them as the tunnel barriers.

MoS2 is a semiconducting TMD. The band gap in the bulk is 1.29 eV [36].
When the number of layers is decreased, the bandgap reaches 1.9 eV for the
monolayer[36]. The Fermi level in this material is naturally pinned relatively
close to the minimum of the conductance band, as indicated by the red dashed
line on the band structure in Fig.2.9(a). As a result, it can become conductive
when a gate voltage is applied. Like NbSe2, MoS2 also exhibits strong spin-
orbit coupling due to the presence of a transition metal.

Hexagonal Boron Nitride (hBN) has a crystal structure similar to graphite,
with a hexagonal lattice composed of two different atoms (boron and nitrogen)
in its unit cell[37]. hBN is an insulator with a large bandgap of around 5.9

5For example, for 2L NbSe2, the Fermi surface average ∆SO ≈ 50meV while for compar-
ison, the superconducting gap is around 1 meV[32]
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a)

d)

e)

b) c)

K

K’

Figure 2.8 a)Schematic Fermi surface with spin projections for monolayer
Ising superconductor. By red is shown one projection of the spin (for example,
"up"), while by blue shows the opposite projection (for example, "down"). The
spin splitting is maximum in K and K’ valleys. Grey arrows indicate the
antisymmetric spin-orbit field directions. Such spin-splitting leads that Cooper
pairs mainly form between electrons in the opposite valleys, as indicated by
black solid and black dashed arrows. As a purple arrow, the external in-
plane magnetic field is indicated. b) Parallel upper critical magnetic field
for TaS2 samples with different thicknesses as a function of the transition
temperature. The magnetic field value is normalized to the Pauli limit. c)
Parallel upper critical magnetic field for NbSe2 d) Schematic Fermi surface for
multilayer NbSe2. The interlayer coupling is set to zero (t=0). By red and
blue arrows indicated opposite spin projections. It is shown opposite BSO in
surrounding layers because of crystal field inversion between layers. e) The
value of interlayer coupling energies (t) normalized to the spin-orbit gap as
a function of the number of layers. The ratio is obtained from the density
functional theory calculation. The dashed line is a guide to the eye. Figures
are adapted from Ref.[32]

eV. The Fermi level is naturally pinned close to the center of the band gap, as
shown in Figure 1.11(b)[37].

2
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EF
EF

a) b)

Figure 2.9 a) The simplified band structure of bulk MoS2, showing the highest
split valence bands v1 and v2 and the lowest conduction band c1. By E′

g, the
indirect band gap for the bulk MoS2 is indicated. Monolayer MoS2 is become
a direct band insulator with bandgap Eg[36]. Fermi level is pinned close to
the minimum of conductance band as we indicated by red dashed line. b) The
calculated band structure of bulk hBN. The zero of the energy axis is taken
the maximum of the valence band[37]. hBN has a large band gap with Fermi
level around the middle of the gap, as we indicated by the red dashed line.
Fig. a) is adapted from Ref. [36] and b) from Ref.[37]
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3 Device fabrication and measurement set-up

In order to investigate quantum phenomena such as tunneling and electron
transport in nanostructures, it is necessary to utilize high-quality devices.
However, the fabrication of these devices can be challenging due to the sensitiv-
ity and dependence on numerous parameters at the nanoscale. This chapter
describes the basic process for fabricating van der Waals tunneling devices
based on NbSe2. The fabrication recipes can be found in appendix 7. The
chapter closes with brief descriptions of the measurement set-up and data
analysis process used for magnetic measurements.
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10 µm

NbSe2

MoS2
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Figure 3.1 The optical image of the NbSe2-MoS2-Ti/Au tunnel junction de-
vice and the corresponding schematic. Colors on the dashed contours corre-
spond to colors on the schematic on the right. The graphite flake was used
to make good contact to NbSe2. Electrodes 1 and 2 are the electrodes to the
superconductor, while the other electrodes on the right side serve as tunnel
junctions fabricated on top of MoS2.

3.1 Device fabrication

In this section we describe the fabrication process used for the devices pre-
sented in this thesis. The process begins with obtaining high-quality flakes by
mechanical exfoliation. These flakes are then assembled into a heterostructure,
using a dry transfer technique.

3.1.1 Mechanical exfoliation

Successful isolation of monocrystalline few atomic layer graphene and demon-
stration of its promises for future electronics opened the path for active in-
vestigation of van der Waals materials[3, 38, 39]. Mechanical exfoliation is a
technique that allows for the isolation of few-atomic layers and even single-
layer crystals from their bulk materials [3]. This method utilizes the well-
known tendency of crystals to split along the plane with weaker bonds, called
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cleavage. And therefore, in combination with the approach of using adhesive
tape, mechanical exfoliation appears very effective for van der Waals materi-
als, materials with weak van der Waals bonds between layers. In our study we
followed the below process for the mechanical exfoliation[15]

1. The adhesive tape and crystal are taken, Fig.3.2(a). The crystal is put
in good contact with the tape and then detached so that we have a
footprint of the crystal on the tape, Fig.3.2(b).

2. This footprint is then duplicated until the tape is covered by the crystal’s
flakes with a high density, Fig.3.2(c, d). However, it is critical that the
flakes do not overlap1. Such a tape with flakes is usually called the
"master" tape and can be used for many exfoliation processes.

3. A clean adhesive tape needs to be taken and put in good contact with
the master tape2 and gently detached, taking care to obtain ideally only
freshly cleaved crystals onto the clean tape (here and after the copy
tape).

4. The clean pre-cut silicon substrates3 are put in good contact with the
copy tape, Fig.3.2(e) and then detached so that ideally only fresh cleaved
flakes are extracted on the substrates. After this, the flakes on the
substrates are analyzed under an optical microscope.

For the case of air-sensitive materials, such as NbSe2, the mechanical exfo-
liation needs to be done in an inert atmospere, for example, in a glove box.
For our project, we used the glove box from MBraun Inertgas-Systeme GmbH
operated in an inert nitrogen atmosphere with oxygen and water concentra-
tions of less than one particle per million (<1 ppm) nitrogen particles, Fig.
3.5 (a). In the next step of forming a heterostructure, air-sensitive materials
are usually encapsulated with other materials, protecting them from oxidation
outside the glove box.

General criteria for the flakes and a thickness analysis
Desired flakes should meet specific criteria on the following parameters: (i)thick-
ness, (ii) lateral size, and (iii) cleanliness and absence of defects.

In the case of tunneling spectroscopy, it is essential to have an optimal
thickness tunnel barrier, in our case MoS2 or hBN. One common approach to
analyze the flake’s thickness is to measure its optical reflectivity contrast.

1Some sources suggest that it is good to make a copy of the crystal no more than ten
times [15]

2We usually press them together slightly for around 60 seconds
3The humidity from the top of the silicon substrates needs to be removed. For this, one

can heat the substrates more than 100◦C to evaporate water, then cool them down for
several seconds to avoid damaging the adhesive tape. One can also clean the surface
with plasma to increase the adhesion of the substrate’s surface, for example, by using
oxygen plasma for around 20 seconds

3
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(a)

(e)(d)

(b) (c)

Figure 3.2 Mechanical exfoliation process. (a) The bulk crystal with the
size of around 1 cm× cm and the adhesive tape. (b)The bulk crystal was put
in close contact by folding the tape and then detached from it, such that we
have two footprints of the crystal (c)The footprints are duplicated by folding
the tape (d) The density of flakes increased by folding the tape more times.
(e)The silicon substrates put in good contact with the copy tape.

To enhance the contrast between flake and the substrate, silicon oxide is
grown with the desired thickness on Si wafer[40], Fig.3.3 (a). The metals and
semiconductors, such as MoS2, have good optical contrast and, therefore, can
be successfully exfoliated onto a commonly used substrate with 285 nm of
SiO2.

For hBN, which has a very wide bandgap of around 5.9 eV we use 90 nm
SiO2 that gives the best contrast as shown in [40]. The contrast values depend
also on the intensity of the light source. Below we consider the contrast values
for the optical microscopic image of MoS2 flake captured by a Nikon DS-Ri2
with the light source Nikon Intenslight C-HGFI and a 100x objective. The
optical image is split into red, green, and blue channels using the open-source
software ImageJ, Fig.3.3 (b). Each pixel’s intensity has been rescaled using 256
gray levels, with 0 being the darkest and 255 being the brightest with ImageJ,
Fig.3.3 (c). For each color channel, one can calculate the optical contrast
(C) as a relative intensity (I) ratio between the analyzed flake’s region and
background by the following equation:

Cflake = Iflake − Ibcg

Ibcg
· 100%,

where Iflake and Ibcg are intensity of the reflected light from the flake and
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(a) (b)

(c) (d)

Sip++
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Figure 3.3 The thickness analysis of the flakes by the optical reflectivity
contrast approach. (a) The SiO2 layer is grown on the top of the Si wafer to
enhance interference. In the schematic we did not account refractions of the
lights. (b) An optical image of MoS2 flake split into different channels (here
the green channel is shown). (c) Rescaled values of the reflected light intensity
of the flake Iflake and background Ibcg for the part of the flake shown in (b)
by the yellow line. (d) The whole analysis of this MoS2 flake for the green and
the red channels. The blue channel gives much smaller contrast values and,
therefore, is not considered here.

substrate respectively.
As mentioned above, the contrast values significantly depend on the thick-

ness of SiO2 which varies in practice and gives different contrasts. Therefore,
it is good to study optical contrast for the flakes with a similar background as
the desired flake. For example, if we look for a 4-layer MoS2 flake, we should
also study the optical contrast of 1-layer, 2-layer, 3-layer, and 5-layer flakes
with the same background to ensure that the candidate is indeed a 4-layer
flake. We often notice that the optical contrast of MoS2 in the green channel
begins to saturate and decreases for flakes with 4 layers or more, while the
optical contrast in the red channel remains reliable and increases at least up
to 5 layers, as shown in Figure 3.3(d).

Flakes with a good lateral size are necessary to provide a sufficient working

3
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Figure 3.4 Exfoliations of two-dimensional materials. The materials exfoli-
ated onto p-type Si wafers with a grown SiO2 top layer enhancing the con-
trast. (a) The NbSe2 flake on Si wafer with 285 nm of SiO2. The flake has
regions with 6 nm and 8 nm thicknesses, and some thicker ones that appear
yellow.(b)MoS2 flake on Si wafer with 285 nm of SiO2. The flake has a mono-
layer(1L), four-layer (4 L), five-layer regions (5 L), and other thicker part.
However, the flake is far from good due to the small 4 L part and crystal’s
folds. The background colors for (a) and (b) are different. This is due to the
non-uniform SiO2 thickness at the edge of the wafer. (c) hBN flake on Si wafer
with 90 nm of SiO2. It is shown that the optical contrast is better on Si wafer
with 90 nm SiO2 [40]. The flake has monolayer (1 L) and three-layer (3 L)
parts.

area for the device. For our tunneling spectroscopy devices, we typically choose
flakes that allow us to fabricate more than ten tunnel junctions. The properties
of materials can also vary depending on the crystal direction, so for certain
projects, the crystal direction of the flake is also important.

A clean flake is essential for a good device. Adhesive tape often leaves
residues, other defects are cracks and folds of flakes. Both kinds of defects are
possible to see in the dark field mode of the optical microscope4 or with AFM.

Fig.3.4 shows examples of flakes that were used for tunneling devices in our
study. We mainly worked with NbSe2 flakes thicker than 5 nm, MoS2 3-5 layers
thick and 2-3 layers thick hBN. The advantage of mechanical exfoliation for
vdW materials is that it allows us to easily obtain monocrystalline materials
down to monolayers. The disadvantage of this method is the small lateral sizes
of the flakes and the time-consuming process of analyzing flakes.

4For this, the microscope should have a powerful light source.
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3.1.2 Forming a heterostructure by dry stacking technique
To make an electronic device with specific functions, it is often necessary to
combine muiltiple materials with different characteristics. In the case of van
der Waals devices, one needs to stack the flakes together into a heterostructure.
There are several ways of stacking [41], we will focus on the dry transfer method
developed by Wang et al.[42] and Zomer et al.[43].

Preparing transfer slides
To pick up flakes from the substrate in a highly controlled way, one can use
a transfer slide consisting of a microscope slide with a system of adhesive
polymers. The process of preparing transfer slides is as follows:

1. The cleaned with acetone and ultrasound polydimethysiloxane (PDMS)
is cut into small pieces. The size is chosen to be less than the diameter
of a future polycarbonate (PC) window. One of the piece of PDMS is
put into a clean microscope slide, this is a base for the transfer slide.

2. A thin PC film is deposited on a clean microscope slide by dripping the
PC solution on the slide and spreading by a second microscope slide.
After this, the slides are immediately separated, and, as a result, both
microscope slides are covered by thin, uniform PC film.

3. The part of PC film is removed with an adhesive tape having a window
in its center5, Fig.3.5 (b).

4. On top of the PDMS base, the adhesive tape with PC window is placed,
Fig.3.5 (c).

After this, the transfer slide is mounted to the x-y-z manipulator and located
above the substrate with the desired flake, Fig.3.5 (d). The clean, defect-free
space in the PDMS/PC window of the transfer glass is used to make a stack.

Stacking process
Many combinations of van der Waals materials are possible. It is also possible
to put flakes at any angle relative to each other. Fig.3.6 shows a simplified
stacking process of NbSe2-MoS2 tunneling devices. During the stacking pro-
cess, the transfer slide is kept at a small angle toward the substrate, usually
less than 0.5 degrees. This helps ensure better contact with the desired flake
while minimizing the pickup of surrounding flakes, which could be an issue for
future fabrication of contacts to the stack.

First, the small graphite flake is picked up, it serves only for ohmic contact
with NbSe2. For this step, we increase the temperature of the microscope

5One of the ways to make such windows is by an office hole punch. For this, two pieces
of adhesive tape are connected to each other, then the hole is made, and then they are
separated
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b) Scotch tape

glass slide + PC

PDMS

Figure 3.5 Set-ups for stacking. (a) The glove box allows to work in a nitrogen
environment with O2 and H2O concentrations less than one ppm. (b)A glass
slide is covered by PC (pink) and partly lift-off by an adhesive tape. (c) Clean
PDMS pillow with the size around 4×4 mm2 on the glass slide is covered by
suspended PC film. (b) and (c) show the process of preparing transfer slides,
adapted from [15]. (d) Here is possible to see the transfer slide manipulator,
a transfer slide (1), and the microscope stage with the laying substrate with
the size around 1×1 cm2 (2). The whole stacking set-up is connected to a
computer and manipulated by joysticks.

stage, where the substrate with the flake is located, to 80 degrees. Then, we
bring the transfer slide into contact with the substrate until the desired flake is
well-covered. After this, we wait for around three minutes and slowly pick up
the transfer slide from the substrate. The second flake is 3-5 layers MoS2 which
we slightly overlap with graphite, Fig.3.6 (b). The procedure for picking up is
the same, however, for the second flake it is possible to use a lower temperature
because the second flake is likely to have a better connection to the flake on
the transfer slide than to the substrate. Due to the difficulty in finding tunnel
barrier flakes with precisely desired thickness and large lateral dimensions, we
usually use several MoS2 flakes of the desired thickness and put them next to
each other to cover as much NbSe2 as possible. Additionally, when we need
to isolate the edges of NbSe2 electrically, we use MoS2 flakes that are thicker
than 5L and place them over the edges of NbSe2. The process of picking up
flakes is continued unless the whole assembly is ready.
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Graphite MoS2 NbSe2

(a) (b) (c)

PDMS PC

Figure 3.6 Simplified stacking process. (a) Picking up the first flake, which
in our case is graphite. Transfer slide and flake are put in the contact and
detached again (see the main text). (b) Picking up the second flake (MoS2),
the position of the flake is well aligned relative to the first flake. (c)Graphite-
MoS2 structure is placed on the NbSe2 flake.

Placing the stack to the substrate

After picking up all flakes that we plan, the stack needs to be placed on a
substrate where the future steps of the device fabrication will be done. In
our case, NbSe2 flakes typically has a strong bond to the substrate, and thus
to avoid damaging the flake while picking up process, we put the graphite-
MoS2 heterostructure on the substrate with the NbSe2 flake, Fig.3.6 (c). This
is possible to do only for the bulk NbSe2 flakes. We did not observe any
contribution from the substrate for our devices with an average thickness of
NbSe2 around 10 nm.

To transfer a graphite-MoS2 heterostructure onto the NbSe2 flake, the trans-
fer slide with the heterostructure is placed in contact with the flake at a tem-
perature of around 80 degrees, as for the previous steps. The contact area
between the PC film and the substrate is then increased by moving the slide
downward and by raising the temperature to 150 degrees of the microscope
stage. This increases the adhesion of the PC film to the substrate. After
waiting for around 3 minutes at high temperature, the process of lifting the
transfer glass can be started. As the first step, when the transfer slide is
moved up, the PC film and the PDMS are separated from each other. Then,
one needs to tear the PC from the transfer slide by moving the transfer slide
in different directions6. In our project, stacking was always performed in the
glove box under a microscope and using joysticks connected to the computer
via Labview software.

6Since the PC film might be picked up together with the stack, to prevent this, we make
small holes on the edges of the PC/PDMS window before placing the transfer slide in
contact with the last substrate.
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Removing PC film

To dissolve the PC on the stack’s surface, the substrate is put in dichloromethane
for one hour and rinsed in IPA. We can not use annealing to clean the surface
of the stack because we have a thin flake of tunnel barrier on the top.

3.1.3 Fabrication of contacts to the stack

Here we describe the process of contacts fabrication. The fabrication process
can be split into several steps; each step represents a standard process with
parameters described in the Appendix7.

Since the stack is located on the substrate without markers, the first step is
to draw rough markers around the stack using an e-beam lithographer. These
markers will be used in the next step to create precise markers. We define
these rough markers based on the distance between the stack and the edge of
the substrate or between other surrounding NbSe2 flakes and the stack. We
do not metallize them at this step, as the developed pattern in the resist can
be seen with the e-beam lithographer.

As the second step, we define a new precise set of markers and draw future
bond places. Before depositing metal, an oxygen plasma is applied for around
20 seconds to improve the future bonding process. Metallization is done by
evaporation of 5 nm of Titanium as an adhesion layer and about 60 nm of
gold. Thus, we have the stack with metallized markers and bond places at
this step.

Next, we analyse the stack’s surface and the positions of the flakes relative to
each other with the atomic force microscope. We choose the cleanest places of
the stack to define tunnel contacts (in Chapter 2 we defined them as "probes").
The area of the tunnel contacts should be optimized to strike a balance between
avoiding signal averaging and ensuring a large enough signal. The optimal
area depends on the thickness of tunnel barrier and for 3-5 layers MoS2 or
2 layers hBN is around 2 µm2. In the final step of fabrication, the device is
electrically tested using a needle probe station, which enables the application
and measurement of voltage on the device. Then, the device is mounted and
mechanically attached to a chip carrier with silver glue. For the electrical
connection, we bond the device with gold wires using an ultrasonic wedge
bonder.

3.2 Cryogenics

Measuring QD-SC transport properties requires an electron temperature be-
low the energy scales of the physical system, for example, the superconduct-
ing energy gap and the level spacing of the quantum dot. To reach suitable
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9  m m 10 µm

(a) (b) (c)
200 µm

Figure 3.7 Connection of a nanoscale device to the measurement set-up.
(a)The device is mounted and wire bonded to the chip carrier, and the chip
carrier is loaded into the device socket of the cryostat’s insert. (b) The 5x
optical image of the device after bonding it to the chip carrier, the device with
contact has 2×2 mm2 size. (c) The 100x optical image of the device. On the
left, an electrode to the NbSe2 is visible, while on the right are some of the
probes/ tunnel junctions of the device.

temperatures, different types of cryostats can be used. Below we will briefly
summarize only cryostats working based on liquid cryogens.

A temperature of ∼4 K can be reached easily by dipping the device into
a vacuum-insulated vessel with liquid helium, since 4.2 K corresponds to the
boiling temperature of liquid helium at 1 atmosphere. A lower temperature
of ∼1.6 K can be reached by using a cryostat, where it is possible to lower the
He vapor pressure. This causes liquid helium to evaporate, releasing latent
heat and cooling the liquid helium. Liquid cryogenics cryostats usually have
several common components:

1. The shield structure. An outer vacuum chamber (OVC) decouples the
liquid nitrogen bath from the room temperature environment. The inner
vacuum chamber (IVC) separates the helium bath from the nitrogen
bath. The device is located in the insert, which is a vacuum chamber
surrounded by the liquid helium bath. All the devices are covered by
Faraday cages that shield the device against electromagnetic fields, Fig.
3.8 (a);

2. The needle valve to allow and control helium flow into the insert or
another part, for example, a "1 K" pot7. The pump attached to the
insert evaporates incoming helium and thus cools it down below 4 K.

To achieve a temperature lower than 1 K, one can employ a 3He cryostat.
3He is a rare and, therefore expensive isotope of helium and at low tempera-

71 K" pot is a small pumped 4He pot, which is connected to the 4He bath via the needle
valve

3
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LNA

L4HE

Bsolenoid

Bsplit-coil

L4HE

3He pot

3He sorb

1K pot

1K pump

(a)
(b)

(c)

Sample

Figure 3.8 (a) Shielded structure of cryostats working based on liquid cryo-
genics. (b) Operation principle of a sorbtion pumped 3He insert. (c) Directions
of the magnetic field in the 3He cryostat

tures, it has a much higher vapor pressure8 than 4He[44]. By pumping 3He,
it is possible to reach a stable base temperature of around 260 mK in the 3He
chamber, which is in thermal contact with the device. The evaporated 3He
is collected by a charcoal sorb (3He sorb). Releasing 3He back from the 3He
sorb is done by heating it to around 35 K. Afterwards, the 3He gas is cooled
down and condensed by the 1 K pot (T=1.4 K) and the liquid 3He collected
again in the 3He pot, Fig.3.8 (b). The temperature of L3He decreases to
around 260 mK by evaporation and can be kept up to around 48 h, which is
limited by the period when all 3He evaporates from the 3He pot. After this,
the recondensation of 3He has to be repeated to achieve the low temperature
again.

Even lower temperatures, ∼20 mK are possible to achieve with dilution
cryostats. This type of cryostat employs the unusual properties of 3He/4He
mixtures [44].

8Around 35 times higher
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3.3 Measurement set-up

To study the transport properties of a sample located in the cryostat, one has
to connect it with the measurement electronics, which are at room temper-
ature. The chip carrier with the device is located in the chip socket of the
cryostat’s insert and connected to a break-out box, which is at room tem-
perature. The voltage sources and read-out electronics are connected to the
break-out box via BNC cables. Thus the measuring lines form a heat leak,
and the sample has to be protected from the high-frequency thermal radiation
(a room temperature of 25 ◦C corresponds to f = T ∗ kB/h ≈ 6THz).

To do so, we employ two-stage filtering. At room temperature, we use
commercial LC low-pass filters (π-filters) for every source wire, which show
attenuation around 40-60 dB for frequencies larger than 0.3 MHz [19]. The
π-filter is attached directly to the break-out box. At low temperatures, we
use a low-pass, so-called tape-worm filter[45], which was built in-house by the
electronic workshop of the University of Basel. The filter consists of twenty
insulated wires shielded by a metal tape9. The filter shows estimated attenua-
tion of 60 dB at 1 GHz and a dc resistance of 63 Ohm[19]. The high-frequency
currents are attenuated due to:

1. The skin effect created by the copper tape, which means the high-
frequency currents flow close to the surface of the tape[45];

2. Capacitive coupling between wires and the grounded copper tape, which
grounds the high-frequency currents;

3. A configuration of the filter as a lossy R-C transmission line, which has
exponential damping with frequency.

The filter is attached directly to the cold fingers of the cryostat to anchor
the measurement lines thermally.

For conductance measurement, we bias the device using DC voltage su-
perposed with a small AC excitation and measure the current. To perform
high-resolution and noise-free measurements, we use the standard lock-in tech-
niques, where we utilize a Standford lock-in amplifier SR830. The lock-in
amplifier allows the application of an AC signal with some low-frequency10

and detects the signal only with the same frequency as the input signal. We
apply an AC voltage with frequency around 78 Hz, and with a small magni-
tude around 10 µV to not average the measurement and degrade the energy
resolution obtained by the cryostat, eVAC < kBT , where T is the cryostat tem-
perature. As DC voltage source, we use a low-noise Yokogawa 7651 source.

9The wires are made from CuNi alloy with a core diameter of 80 µm, and the metal tape
is made from copper

10The low frequency is used to minimize the capacitance
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Figure 3.9 Schematic of a typical set-up for measurement of differential con-
ductance with the lock-in tecnique at cryogenic temperatures. The schematic
is adapted from Ref.[46]

A schematic of the measurement set-up is presented in Fig.3.9. A trans-
former with a 1:4 winding ratio adds the AC signal to DC voltage. The signal
is further decreased 1000 times with a voltage divider, which is mounted to
the break-out box before the pi-filter. After the signal passes through low-pass
filters, it is applied to the probe of the tunneling device and taken out from the
electrode on the sample (two-probe measurement)11. Afterwards, the signal
goes through a homebuilt low-noise current to voltage (I/V) converter with
a conversion ratio of 106-109 V/A. The output signal is simultaneously mea-
sured by a digital multimeter Keithley 2000 to measure the total current and
by lock-in to study differential conductance. All instruments are controlled
with a computer via a General Purpose Interface Bus(GPIB) and Jupyter
Notebook platform.

11The signal is also possible to apply in another direction
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3.4 Magnetic measurement and data processing

Other important instruments that need to be described are superconducting
magnets. As shown in Fig.3.8 (c), the 3He vertical cryostat employed for our
measurements is equipped with two cryogenic magnets, which are made from
Nb alloy. The solenoid magnet generates a magnetic field up to 9 Tesla (here
and after in the section called Bsolenoid) along the cryostat’s axis, called the
z-axis. The second magnet is a split-coil, which generates a magnetic field
up to 4 Tesla (here and after in the section called Bsplit−coil) oriented in the
horizontal x-y plane.

The sample stage of the insert allows to orient the device in any direction. In
our research, we are interested in the maximum range of the in-plane magnetic
field with respect to the measured heterostructure. Therefore, we orient the
heterostructure along the z direction, as shown in Fig.3.10 (a). This usually
leads to a slight, less than 1◦, misalignment of the device plane with the direc-
tion of Bsolenoid. It will be shown in Chapter4, that the superconducting gap
of NbSe2 is spoiled by a relatively small out of sample plane field contribution,
thereby complicating attempts to study any sub-gap phenomena. Therefore it
is crucial to align the magnetic field in the in-plane direction of the measured
heterostructure.

The standard way to compensate for this misalignment is to use a magnetic
field with perpendicular direction. Fig.3.10 (b) shows differential conductance
vs. out-of device plane Bsplit−coil by keeping Bsolenoid = 8 T and Vbias = 0.
Fig.3.10 (c) shows the differential conductance spectra at Bsolenoid = 8 T and
different compensation fields. The insert shows that at Bsplit−coil ≈ -550 mT,
the conductance values is smaller than at Bsplit−coil = -510 mT.

Here we presented the simplest case of the alignment at a fixed Bsolenoid

value and of a BCS-like superconducting gap. In our research, we are interested
in studying sub-gap excitations in the wide range of the magnetic field. Data
analysis follows the same principle as demonstrated here but is complicated
for at least two reasons. First, the compensating Bsplit−coil field values do not
increase linearly with Bsolenoid values as one would expect. This is most likely
due to the formation of vortices in NbSe2, which is a type II superconductor.
The second reason is that the conductance minimum is not always at Vbias = 0
due to sub-gap excitations. The whole analysis process is described in Chapter
5, after introducing the physics of such sub-gap excitations.

3
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(a)

Bsplit-coil

Bsolenoid

(b)

(c)

Figure 3.10 Data analysis of magnetic measurement. (a) The schematic of the
sample orientation with respect to the magnetic field’s axes. (b) Differential
conductance as function of Bsplit−coil at fixed Bsolenoid = 8 T and Vbias = 0.
(c)Differential conductance as a function of Vbias for the same tunnel junction
as in (b), the black is a measurement without magnetic field, the red and blue
is at Bsolenoid = 8 T and different Bsplit−coil compensation fields. The insert
clearly shows that the in-gap conductance is less for the Bsplit−coil = -550 mT,
compared to Bsplit−coil = -510 mT.
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4 Characterisation of NbSe2

As was described in chapter 2, NbSe2 is a superconductor with unconventional
properties. This chapter includes our two different experiments to characterize
NbSe2. We start with macroscopic parameter measurements of NbSe2, such
as a critical transition temperature (Tc), critical current density (jc), and crit-
ical magnetic fields. The critical in-plane magnetic field for NbSe2 is above
the magnetic field we can apply in our laboratory. Next, we provide a fit-
ting of NbSe2 superconducting gap, which allows us to estimate the nature of
superconductivity and the quality of our tunneling devices1.

1Some of the presented data was published in Ref.[27]
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4.1 Characterisation of macroscopic parameters of NbSe2
flake

The NbSe2 bulk crystals are provided by Helmuth Berger and Laszlo Forro
from EPFL University. The crystals were grown by iodine vapor transport at
temperatures 650-730 ◦C[47]. The purpose of this section is to characterize
the macroscopic parameters of thin NbSe2, for which we have fabricated a test
device using a flake with a thickness of 17 nm.

4.1.1 Test device and measurement set-up
To determine the critical temperature and current of NbSe2, we fabricated
a device containing prepatterned Ti/Au contacts and placed one NbSe2 flake
with an average thickness of around 17 nm on the top. The flake from the bulk
crystal was obtained by mechanical exfoliation. The fabrication details can be
found in Chapter 3 and the Appendix 7. As NbSe2 is an air-sensitive material
and since we do not cover it by another flake, after gluing and bonding the
device to a chip-carrier, we covered it with an e-beam resist and let it dry
at room temperature. We skip the usual steps of spinning and baking the
resist,to do not destroy wire-bonded connections, and to avoid increasing of the
oxidation process, respectively. Fig.4.1 shows the optical image of the device.
Indicated contacts were used for applying current and measuring the voltage
through the device. The length of the part of the contacts, that overlaps with
the NbSe2 flake is approximately 20 µm. The distance between contacts V-
and V+ is around 1.5 µm.

The measurements were done in variable temperature insert (VTI), allowing
measuring in the wide temperature range from 1.6 K to 300 K. We current
bias the device by applying a voltage to the large resistance of around 10
MΩ (R≫ Rdevice) connected in series with it. In such a way, we change DC
voltage in a wide range (from -32 V to 32 V), and by adding the small AC
voltage of around 0.01 V by the lock-in amplifier, we obtain low-noise dV/dI
measurements.

4.1.2 Critical current density jc and critical temperature Tc

In Fig.4.2, dV/dI is presented as a function of the bias current (Ibias) and
the temperature. According to the data, the 17 nm flake of NbSe2 has a
critical current Ic ≈ 2 mA at 1.64 K. Considering the device geometry, the
critical current density (jc) is approximately 5.9* 105 A/cm2. This magnitude
is consistent with jc presented in Ref.[48, 49]. The significant change of the
critical current at the temperature around 2 K is most likely related to the
lambda point of the helium, when the transition from a superfluid to the non-
superfluid phase occurs, thus leading to different thermalization.
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4.1 Characterisation of macroscopic parameters of NbSe2 flake

Figure 4.1 Optical image of the test device used to measure the critical
current and temperature of NbSe2. There are Ti/Au bottom contacts and a
17 nm thick NbSe2 flake on the top. The indicated contacts were used for the
data provided below. The device is covered with the e-beam PMMA resist to
prevent oxidation.

According to Fig.4.2, the critical temperature (Tc) at Ibias = 0 is around
6 K. The temperature dependence of the critical current shows a parabolic
behavior and is in qualitative agreement with the BCS theory, described by
the following equation[7]:

∆ (T → Tc) ≈ 3.06kBTc

√
1 −

(
T

Tc

)
, (4.1)

where kB is Boltzmann constant, and Tc is the critical temperature of su-
perconducting state.

4.1.3 Magnetic characterisation of NbSe2

Next, we study the behavior of NbSe2 in perpendicular magnetic field, demon-
strated in Fig.4.3. According to the data presented in this plot, the critical
perpendicular magnetic field is around 3.5 T for 17 nm flake of NbSe2 at 1.6
K and Ibias = 0. The superconducting zero-resistance region decreases signif-
icantly with the rise of the magnetic field. We believe this is due to orbital
depairing since the cyclotron radius would be smaller than the lateral size of
the flake.

4
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Figure 4.2 dV/dI as a function of temperature and bias current. A dark blue
color indicates the superconducting region. The temperature was varied in
increments of 0.2 K during the measurement.

Figure 4.3 dV/dI as a function of temperature and perpendicular to the flake
magnetic field. A dark blue color indicates the superconducting region. The
measurement is conducted at T=1.6 K. The measurement from 0 to 3 T was
done with a step equal to 0.5 T and from 3 to 4.5 T with a step equal to 0.2
T to determine the critical magnetic field Hc2 accurately.
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4.2 Superconducting gap of NbSe2 and its fitting

All the following measurements in this chapter are shown for tunneling de-
vices. As was described in Chapter 2, tunneling spectroscopy allows to directly
measure the density of states of the sample. The fabrication details are pro-
vided in Chapter 3 and Appendix7. In these devices, NbSe2 thickness is around
10 nm. The measurements were conducted at 250 mK. For this, we used the
Heliox 3He cryostat and the devices were oriented such, that the maximum
in-plane magnetic field is 9 T and the maximum perpendicular field is 4 T.

Fig.4.4 depicts dI/dV as a function of bias voltage and the perpendicular
magnetic field. The significant softening of the superconducting gap could be
observed.

0 1 2 3- 3

0

3

V (
mV

)

B ⊥  ( T )

0

0 . 5
d I / d V  ( e 2 / h )

Figure 4.4 (a) dI/dV as function of the bias voltage and the perpendicular to
the device plane magnetic field. The magnetic field. The magnetic field leads
to the softening of the supeconducting energy gap.

Fig.4.5 presents dI/dV as a function of bias voltage and the parallel magnetic
field. It is easy to notice that compared with Fig.4.4, the superconducting gap
remains robust and almost unchangeable up to 9 T, which is limited only by
the cryostat magnet. This is likely due to the absence of orbital effects, but
having the intrinsic strong Ising spin-orbit coupling[17]. This makes NbSe2 an
excellent platform for studying different phenomena in high in-plane magnetic
fields.

4.2 Superconducting gap of NbSe2 and its fitting

In this section, we analyse the quality of the NbSe2 - based tunnel junction by
calculating the supression factor and the transparency of the tunnel barriers.
It is known from the literature[50] and was observed in our experiment that
NbSe2 has a superconducting gap that differs from a single isotropic gap (BCS
case). Therefore, in this section, we also implement three different models to
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Figure 4.5 (a) dI/dV as function of the bias voltage and the parallel magnetic
field. The measurement shows that the supercondcuting energy gap is robust
to the in-plane magnetic field.

fit the NbSe2 superconducting energy gap. Additionally, we show the fitting
of the superconducting gap as a function of an in-plane magnetic field.

4.2.1 Quality of the tunnel junctions
In Fig.4.6, we present one of our NbSe2 tunneling spectra, which shows a
well-defined superconducting gap. We plot the same data in a logarithmic
scale in the top panel to estimate the suppression factor: GN/G0 ≥ 800,
where G0 represents the differential conductance inside the superconducting
gap at zero bias and GN represents the differential conductance outside the
gap. Other tunnel junctions also typically show a high suppression factor 2

with GN/G0 ≥ 100, demonstrating the high quality of the tunnel junctions
and suppression of quasiparticle transport.

Furthermore, we use the Sharvin’s expression to estimate the transparency
of our tunneling barriers[50], [51], [52]:

GN = 2e2

h

k2
FA

4π T ,

where GN is the differential conductance outside of the superconducting gap,
A is the lateral area of the junction, kF is the Fermi momentum and T is the
average transmission of the conductance channels[50].

Normal conductance for the considered tunnel junction is GN = 0.3 e2/h
and A=1.56 µm2. In NbSe2 kF ∼ 5 × 109 m−1 [50]. Therefore, we have
T ∼ 5 × 10−14. Tunnel barriers with such low transparency are well suited for
tunneling experiments.

2See the table of all tunnel junctions in Chapter5
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4.2 Superconducting gap of NbSe2 and its fitting
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Figure 4.6 dI/dV as function of bias voltage. The dependence shows the
superconducting gap with the suppression factor GN/G0 ≳ 800.

4.2.2 Fitting of the superconducting energy gap

The fitting was done with Mathematica software. We mainly used data mea-
sured from the device consisting of 10 nm thick NbSe2 flake, MoS2 flake as a
tunnel barrier, and Ti/Au normal leads. We fixed the temperature T = 255
mK for all fits provided here, which corresponds to the measurement temper-
ature.

As was discussed in Chapter 2, the density of states is proportional to dif-
ferential tunneling conductance. For the tunneling conductance GNS we use
the standard equation[53]:

GNS = dI/dV = GNN

NN (0)

∫ +∞

−∞
NS(E,Γ,∆)df(E + eV b, T )

d(eV b) dE (4.2)

where GNN is the tunneling conductance when both electrodes (Ti/Au and
NbSe2) are in the normal state; NN (0) and NS are the density of states at
the Fermi level for the superconducting electrode in the normal and supercon-
ducting state, respectively; f(E+eVb) is the Fermi-Dirac distribution[53]. Here
we assume that the thermal broadening is much less than the superconducting
gap; thus, there is no quasiparticle inside the superconducting gap.

In Fig.4.6, it is possible to see that the superconducting gap deviates from
the BCS-like superconducting gap (an isotropic, single gap). Furthermore, it is
well known in the literature that NbSe2 superconductivity is unconventional,
and superconducting gap presents either a single anisotropic gap or a two-
band gap[54]. We considered the anisotropy model and the two-band model
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and compared the result with the BCS model to clarify using our experimental
results, which one is the most probable reason for superconductivity in NbSe2.

For the anisotropy model, the superconducting gap is described as function
of the anisotropy parameter (A) and polar angle (θ) of hexagonal plane[53].
Angle (θ) denotes the angle between relative to the center of mass coordinate
of the Cooper and a axis in the hexagonal plane[55]. By accounting also that
the Fermi surface of NbSe2 has six-fold symmetry around Γ point, the equation
for superconducting gap can be written as[53]:

∆(θ,A) = ∆0[A · cos(6θ) + (1 −A)], (4.3)

where ∆0 is the maximum value of the superconducting gap.
To find the average value of NS we use integrated Dynes equation for the

DOS [53], divided by the interval of integration:

NS(E,Γ,∆, A) = Re

{
1

2π

∫ 2π

0

E − iΓ√
(E − iΓ)2 − ∆(θ,A)2

dθ

}
(4.4)

where Γ is a Dynes broadening parameter, ∆ is a superconducting gap, A is
an anisotropy parameter of superconducting gap.

Another important case to consider is the two-band model, since it was
shown by angle-resolved photoemission spectroscopy and density functional
theory calculation that the Fermi energy in NbSe2 is crossed by five indepen-
dent electronic bands[56],[57]. Four are Nb-derived bands, and one is from Se
pz orbitals. The Nb-derived bands have different DOS and electron-phonon
coupling than the Se-derived band. In the literature, this is described by the
two-band model [50]. The superconducting DOS can be written as a sum of
DOS for the first type band and the second type band as following[53]:

NS (E,Γ1,∆1,Γ2,∆2) = Re

{
C

E − iΓ1,√
(E − iΓ1, )2 − ∆2

1

+ (1 − C) E − iΓ2,√
(E − iΓ2, )2 − ∆2

2

}
,

(4.5)
where ∆1,∆2 are the two values of superconducting gaps, Γ1,Γ2 are quasi-

particle lifetime broadening, and C represents the contribution from the dif-
ferent pockets of the Fermi surface.

Results for all three models are presented in Fig.4.7. To recover the BCS
model from the anisotropy model, we set the anisotropy parameter to zero.
The two-band model provides the best fitting for NbSe2 with a thickness of
around 10 nm. For monolayer NbSe2 and very thin flakes, the superconduct-
ing gap is described by a single gap model according to the band structure
calculations[50].
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Figure 4.7 Tunnel spectra fitting. (a) A single gap BCS model with pa-
rameters ∆ = 1.0 meV, Γ = 0.11 meV. (b) A single anisotropic gap with
∆ = 1.14 meV, Γ = 0.045 meV and A = 0.15. (c) Two band model with
parameters ∆1 = 1.1 meV, Γ1 = 0.08 meV, ∆2 = 0.9 meV, Γ2 = 0.08 meV.

Fitting of the superconducting gap under in-plane magnetic field

In this section, we investigate the superconducting gap as a function of an
in-plane magnetic field. The results of the fitting for the two different tunnel
junctions are presented in Fig.4.8. The tunnel junction no.10 (red) represents
the same tunnel junction which was measured in Fig.4.5. The fit shows, that
the superconducting gap values remain constant. The fluctuation of gap values
around two percent, we attributive to not ideal fitting by the anisotropy model.
The experimental results and the fitting suggest that the superconducting
energy gap does not change under the in-plane magnetic field up to 9 T.
Similar trends are observed in other tunnel junctions with around the same
thickness of NbSe2.

We connect the above mentioned robustness of the superconducting gap
with the absence of orbital effects and presence of strong intrinsic spin-orbit
coupling. Monolayer NbSe2 has a strong spin-orbit coupling as a result of
its broken inversion symmetry and the presence of the 4d element (Niobium).
In our case of few-layers NbSe2, the crystal also exhibits spin-orbit coupling,
even when the inversion symmetry is restored. This happens due to weak van
der Waals bonding between layers, as was shown in Chapter2. In materials
without spin-orbit coupling, the upper critical in-plane magnetic field (Hc2),
is equal to the Pauli limit (Hp=1.86Tc), as discussed in Chapter2. Therefore,
for a 10 nm NbSe2 with T c < 6 K, the Pauli limit is less than 11 T. In our
lab, we can apply a magnetic field only up to 9 T. Still, from the obtained
experimental data and the presented fitting, it is likely that Hc2 will be higher
than the Pauli limit.
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Figure 4.8 Fitting of the superconducting gap as a function of the in-plane
magnetic field. The data is provided for two different tunnel junctions. The
superconducting gap remains relatively constant with slight fluctuations of
less than two percent. This indicates that the superconducting gap remains
unchanged under an in-plane magnetic field up to 9 T. The anisotropy model
is used to fit this data.

Additionally, we observed an increase of the broadening and anisotropy pa-
rameters with an in-plane magnetic field, as shown in Fig.4.9. While the Dynes
parameter Γ might increase due to warming the device by the applied mag-
netic field or different types of scattering [58], a change in anisotropy might
be due to the effect of the magnetic field on the crystal symmetry

4.3 Summary

In this chapter, we presented our experimental data and its analysis, proving
that NbSe2 has robust superconductivity even for relatively thin flakes with
a thickness in the order of 10 nm. The relatively high critical temperature,
around 6 K, and the robustness to the in-plane magnetic field, make NbSe2
the perfect platform to investigate the phenomena in the high magnetic field.
Next, we analyzed the quality of van der Waals NbSe2-MoS2 tunnel junctions.
NbSe2 shows a very well-defined superconducting gap with suppression factors
higher than 100. Additionally, we showed that the transparency of the tunnel
barrier has a very small value. Both these characteristics show that we have
high-quality tunnel junctions. Furthermore, it was noticed that the NbSe2
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Figure 4.9 Dynes’ broadening parameter (a) and the anisotropy parameter
(b) versus the in-plane magnetic field for tunnel junction no.10 of the device
"D21". This tunnel junction and others show an increase in these parame-
ters with the in-plane magnetic field. While the broadening parameter might
increase due to the device’s warming up under a magnetic field or different
scattering mechanisms, a reason for anisotropy’s increase is not evident.

energy gap deviates from the single isotropic energy gap given by BCS theory.
We provided the fitting for our experimental data, proving that the two-band
model gives the best fitting for the NbSe2 with a thickness of around 10 nm.
As the last step, we proved by fitting that the superconducting energy gap of
NbSe2 remains constant, suggesting that the upper critical magnetic field is
larger than the Pauli limit. The most probable reason for it is the large spin-
orbit coupling in NbSe2, which makes this material promising for observing
topological superconductivity [59].
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5 Subgap states in NbSe2-MoS2
heterostructures

Superconductivity in van der Waals materials, such as NbSe2 and TaS2, is
fundamentally novel due to the effects of dimensionality, crystal symmetries,
and strong spin-orbit coupling. In this work we perform tunnel spectroscopy
on NbSe2 by utilizing MoS2 or hexagonal Boron Nitride (hBN) as a tunnel
barrier. We observe subgap excitations and probe their origin by studying
various heterostructure designs. We show that the edge of NbSe2 hosts many
defect states, which strongly couple to the superconductor and form Andreev
bound states. Furthermore, by isolating the NbSe2 edge we show that the
subgap states are ubiquitous in MoS2 tunnel barriers, but absent in hBN
tunnel barriers, suggesting defects in MoS2 as their origin. Their magnetic
nature reveals a singlet or a doublet type ground state and based on nearly
vanishing g-factors or avoided-crossing of subgap excitations we highlight the
role of strong spin-orbit coupling1.

1Parts of this chapter were published in a similar form in Ref.[27]
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5.1 Introduction

Superconductivity in the two-dimensional limit is driven by a unique inter-
play between dimensionality, crystal symmetries, correlated electron effects
and, if present, the role of spin-orbit coupling. This often results in vari-
ous competing ground states and gives rise to rich novel phenomena. Ul-
timately two-dimensional van der Waals superconductors are illustrative ex-
amples. Naturally superconducting NbSe2 and TaS2 have been recently iso-
lated and studied [17, 30], and MoS2 has been doped into a superconducting
state [60]. In their monolayer or few-layer forms these van der Waals super-
conductors display novel phenomena, such as the survival of superconductivity
up to tens of Teslas of applied in-plane magnetic field [17, 30], layer dependent
superconducting properties [17] and competition with other phases [61]. Fur-
thermore, it is predicted that these materials can be externally tuned to host
novel topological phases [59, 62] and there are expectations of the presence of
unconventional pairing mechanisms in Ising superconductors [31].

These features essentially result from the large spin-orbit coupling (SOC)
and the crystal symmetry in these materials. For this SOC, called the Ising-
type, the corresponding spin orbit magnetic field points out-of-plane and in
opposite directions in the opposite valleys of the hexagonal Brillouin zone of
these materials [30, 60]. This splits the spin degenerate bands and the majority
singlet Cooper pairs are expected to be formed from opposite valleys. As the
large spin orbit magnetic field (some estimates indicate Bso ∼ 100 T [60]) pins
the spins out-of-plane, an applied in-plane magnetic field (usually smaller than
Bso) hardly affects the electron spins and thus the Cooper pairs survive large
Zeeman fields.

Recently, proximity induced superconductivity in semiconducting nanos-
tructures has been widely investigated [8, 23, 63–65], primarily driven by the
proposals for topological quantum computation [66, 67]. Additionally, low
dimensional structures coupled to van der Waals superconductors with large
SOC provide a rich platform to investigate the nature of Andreev bound states.
It may also offer insights into the unconventional superconducting properties.
In this regard, tunnel spectroscopy is a versatile tool to probe the supercon-
ducting density of states (DOS). Electronically gapped van der Waals mate-
rials provide high quality tunnel barriers that allow an unprecedented control
over the barrier thickness and the interface quality. They are also especially
well suited to probe the air-sensitive van der Waals superconductors [53, 68].
Tunnel spectroscopy in such heterostructures has revealed the presence of An-
dreev levels in the subgap spectrum [68, 69]. However, the exact origin and
nature of these bound states has not been systematically investigated, and it
is not known if such bound states reside in the tunnel barriers or are hosted
on the NbSe2 surface [70–72]. The role of spin-orbit coupling in determining
the Andreev level ground state and their magnetic nature also remains to be
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understood.

5.2 Results and discussion

In this work we perform tunneling spectroscopy on NbSe2 by utilizing MoS2
or hexagonal Boron Nitride (hBN) [73] as a tunnel barrier and Ti/Au as the
normal leads. We find that the single particle gapped spectrum is often in-
terrupted by the presence of subgap excitations and we probe their origin by
studying various heterostructure designs. We show that the edge of NbSe2
hosts many defect states, some of which are strongly coupled to the super-
conductor. However, we also observe subgap excitations in devices where the
NbSe2 edge is electrically isolated. We show that these subgap excitations arise
from defects in MoS2 and are absent in hBN tunnel barriers. We probe the
magnetic nature of these subgap states by studying their evolution in applied
magnetic fields and reveal the nature of ground states, as well as highlight the
role of spin-orbit coupling.

The normal-insulator-superconductor (NIS) type planar tunnel junctions are
fabricated by stacking MoS2 (3−5 layers) or hBN (3 layers) on NbSe2 crystals
(∼ 3 nm −20 nm) in a glovebox in N2 atmosphere. MoS2 or hBN act as the
tunnel barrier and prevent NbSe2 from oxidation. We have studied 8 devices
and over 50 tunnel junctions and a summary of results is presented here. In
Chapter 3, one can find future information regarding the fabrication of the
devices. We present the device parameters in summary table in the end of this
chapter.

Unlike the spectrum shown in Chapter 4, however, we often observe discrete
subgap features in MoS2 tunnel barrier junctions, see Fig.5.1a. Such subgap
features can result from discrete electronic states in the tunnel path, modified
by the superconducting proximity effect. The discrete states themselves may
arise from a defect or an impurity in the tunnel barrier or on the surface
of the superconductor [70–72]. The formation of such Andreev levels has
recently been widely explored, especially in semiconducting nanowires coupled
to superconductors, and is fairly well understood [8, 23, 65]. We model the
defect state as a quantum dot coupled to a superconductor, in a similar way
as was describe in Chapter 2. In this work, we discuss the subgap features
in terms of the Andreev bound states and this framework holds when the
quasiparticles in the superconductor do not play a role. However, in principle
our experiments cannot distinguish if the singlet is the superposition of |0⟩
and |↑↓⟩ (Andreev bound state) or is formed between one electron on the
dot and another on the superconductor (Yu-Shiba-Rushinov state) [74–76].
Quasiparticles in the superconductor could play a role if ∆ ∼ Γs.

Applying a dc voltage bias V across the tunnel barrier, that is equivalent
to the energy of the excited state, results in the transfer of a single electron
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Figure 5.1 Origin of subgap states. (a) dI/dV measurements show the pres-
ence of subgap excitations. Schematic shows a possible mechanism where a
defect strongly couples to the superconductor. Normalised dI/dV is shown
for four different junctions in device D10. (b) The electronic states in a quan-
tum dot are modified when it is strongly coupled to the superconductor. (c)
Magnetic field evolution of the subgap excitations indicates that at B = 0 the
ground state is a singlet but the system undergoes a quantum phase transi-
tion to a doublet ground state at a finite magnetic field. Red arrows denote
the excitation energies in the schematic. The jumps in magnetic field are a
result of imperfect alignment of the B∥ that leads to discrete units of flux
entering the tunnel junction area. (d) dI/dV measurements on the edge of
NbSe2. Repeated runs are shown by black and red lines (barely visible, lie on
top of each other), while another edge contact is shown in blue. (e) dI/dV
measurements with the edge of NbSe2 electrically isolated by using a thicker
MoS2 (solid green outline) at the edge of NbSe2 (blue dashed line). Scale bar
is 5 µm. Inset in a log-scale highlights the presence of subgap excitations.
(f) dI/dV measurements for hBN used as a tunnel barrier, shows absence of
subgap excitations. Inset in log-scale shows the absence of subgap excitation
down to the measurement noise floor. Scale bar in the optical image is 10 µm.
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Figure 5.2 Anomalous subgap excitations. (a) Multiple subgap states are
seen at B = 0, they evolve with an applied in-plane magnetic field but with a
different g-factor. (b) dI/dV measurements show a zero bias excitation at B =
0, which splits in magnetic field. The transition to the higher singlet is likely
at the gap edge and is not visible in our measurement. (c) Subgap excitations
show an avoided crossing feature with a minimal splitting of ≈ 0.185 meV at
B∥ ≈ 2 T.

into the dot (with N electrons) from the normal lead. This electron can
form a Cooper pair to enter the superconductor and consequently a hole is
retro-reflected into the normal lead. Symmetric across the Fermi energy a
time-reversed process occurs and can be observed as a similar feature at the
opposite dc voltage bias. Thus, the electron-hole symmetric subgap features
in tunnel spectroscopy probe the excitation energy of the subgap states (N to
N ± 1 transitions). An external magnetic field causes Zeeman splitting of the
spin degenerate doublet states and provides a key tool to study the nature of
the localised ground states, see Fig.5.1c and the discussion later.

We first investigate the origin of such subgap excitations - whether they
reside in the tunnel barrier or on the surface of the superconductor [70–72]. We
notice that the tunnel junctions with a large overlap with the edge of the NbSe2
crystal exhibit multiple features in dI/dV both outside and inside the gap, see
Fig.5.1d. The repeatability of these features in multiple sweeps indicates that
they represent discrete energy levels and do not arise from time dependent
noise. They likely arise from defects present at the NbSe2 edge cleaved during
exfoliation, some of which strongly couple to the superconductor and show up
as subgap excitations. The features outside the gap may be understood as
resonant features arising in the normal-dot-normal system. While it may not
be surprising that the NbSe2 edge hosts many defects, this may be critical
for the topological edge states predicted in NbSe2 with an applied in-plane
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magnetic field [59, 62]. Instead, it would be crucial to engineer the boundary
of the topological and the trivial phase on the bulk of NbSe2, as in a recent
study [77].

In a simple planar tunnel junction a part of the normal ’wire’ always crosses
the NbSe2 edge, see Fig.5.1d schematic. Therefore, next we address the ques-
tion - if all the subgap states that we observe arise from such defect states
at the edge of NbSe2. We do this by electrically isolating the NbSe2 edge by
transferring additional MoS2 layers over the edge of NbSe2, see the optical
image and the schematic of Fig.5.1e. The corresponding dI/dV curves plotted
in Fig.5.1e exhibit a well-behaved superconducting gap. The subgap states are
now rare, but still present in multiple junctions, as shown in the inset. This
points to other source(s) of defect states, in addition to those at the edge of
the NbSe2 crystal. The possibilities that remain are the defect states in the
tunnel barrier or on the surface of the superconductor.

To address this, we replace the MoS2 tunnel barrier with 3 layers of hBN,
known to be an effective tunnel barrier. In particular, the defect density in
hBN is small [73, 78] and likely three orders of magnitude smaller than that
in MoS2 [79–82], although we are not aware of direct comparative studies.
The differential conductance for six such tunnel junctions, each with an area
∼ 10 µm2, is shown in Fig.5.1f. While tunnel spectroscopy shows a well be-
haved superconducting gap with a suppression factor GN/G0 ∼ 300, we do not
observe subgap features in any hBN tunnel junction down to our measurement
resolution, as evident from the log-scale plot in the inset of Fig.5.1f. This leads
us to believe that the subgap features in MoS2 / NbSe2 tunnel junctions arise
either from the edge of the NbSe2 crystal or defects in MoS2 that strongly
couple to the superconductor.

Further, we study the subgap excitation spectrum in an applied in-plane
magnetic field. The Zeeman splitting of the doublet states {|↑⟩ , |↓⟩} results
in unique features in the excitation spectrum which allows the identification
of the ground state. One such measurement is shown in Fig.5.1c, where at
B∥ = 0 two subgap excitations are visible at V ≈ ±0.13 mV. With an applied
in-plane magnetic fieldB∥ the subgap features split (effective g-factor of ∼ 0.7),
where one branch moves towards zero bias and the other (weakly visible for
V > 0) moves towards the gap edge (see SI for the second derivative). The
overall behavior can be understood by considering that the dot is in a singlet
|S−⟩ ground state at B∥ = 0. At V ≈ 0.13 mV, the chemical potential of
the normal lead is aligned to the spin degenerate doublet excited state. With
increasing B∥, the doublet splits resulting in the excitation energy to the lower
branch decreasing while the excitation energy to the upper branch increases,
as illustrated in the Fig.5.1c schematic. In fact, for B∥ > 6 T when the lower
branch crosses zero energy, the system undergoes a quantum phase transition
and the ground state changes to the doublet ground state. See SI for another
such example. The appearance that the bound state sticks to zero energy
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for B∥ > 6 T, is either the result of two wide (FWHM ∼ 0.18 meV) bound
states crossing or the influence of spin-orbit mixing with higher orbital levels,
as discussed later.

The ground state of the dot coupled to a superconductor depends on the
relative strengths of various energy scales - the tunnel coupling of the dot
to the superconductor Γs, the charging energy U , the superconducting gap
∆, and the energy of the dot level relative to the chemical potential of the
superconductor ξd . Since a finite Γs is necessary for the visibility of the
subgap excitations and a large Γs favors a singlet ground state, we observe
singlet states nearly six times as frequently as doublet ground states (see SI
for a count of ground states). One such case is shown in Fig.5.2a, where the
excitations at ≈ ±0.08 meV (B∥ = 0) move to higher absolute energies with
an applied B∥, expected for a doublet ground state. The schematic in Fig.5.2a
demonstrates the mechanism. The subgap excitation visible at higher energies
≈ ±0.25 meV (B∥ = 0) may be attributed to the transition to the higher
singlet. But this is unlikely due to a different g-factor. Instead, this may
result from another parallel Andreev bound state formed via a second defect,
in a junction of size ≈ 3.5 µm2, and large SOC may result in a nearly vanishing
g-factor as discussed later. Rarely, a zero-bias peak is also observed at B∥ = 0
and we believe this results from an accidental degeneracy of the doublet and
the lower singlet |S−⟩. One such spectrum along with the excitation energy
schematic is shown in Fig.5.2b, where a zero-bias peak is observed for B∥ = 0
and splits for finite B∥.

Finally, an avoided-crossing like feature, is shown in Fig.5.2c where the
subgap excitations move towards zero bias but at B∥ ≈ 2 T they start to
move to higher absolute energies. We attribute this to the spin mixing and
hybridisation of the doublet states that arise from higher orbital levels, due
to SOC in the host material [83], as illustrated in Fig.5.2c schematic. The
size of the splitting depends on the details of the defect which determine the
strength of SOC and the relative directions of BSO and B∥. No hybridisation
occurs when the externally applied magnetic field is parallel to the internal
spin orbit field [84, 85]. This may explain why splitting is not observed in
other junctions. A large spin-orbit gap (compared to the doublet excitation
energy), would also result in a reduced effective g-factor (see also Fig.5.2a).

5.3 Conclusion

In conclusion, we have performed tunnel spectroscopy on NbSe2 by utilizing
MoS2 or hexagonal Boron Nitride (hBN) as a tunnel barrier and Ti/Au as the
normal leads. We find that the single particle gapped spectrum often exhibits
the presence of subgap excitations and we probe their origin by studying var-
ious heterostructure designs. We show that the edge of NbSe2 hosts many

5

55



5 Subgap states in NbSe2-MoS2 heterostructures

defect states, some of which are strongly coupled to the superconductor. How-
ever, we also observe subgap excitations in devices where the NbSe2 edge is
electrically isolated. We show that while the subgap excitations are fairly
ubiquitous in MoS2 tunnel barriers they are absent in hBN tunnel barriers,
suggesting that these subgap excitations arise from the defects in MoS2. The
evolution of subgap excitations in an applied in-plane magnetic fields allows
us to probe the magnetic nature of the participating subgap states and reveals
the nature of subgap ground states. Subgap excitations that anti-cross or show
no dispersion with the Zeeman field highlight the role of spin-orbit coupling
in the system.

5.4 Supporting information

In this section, we show two more examples of ground-state transitions. Ad-
ditionally, we consider the thermal broadening effect on the excitations that
we presented before. Newt, we present the table of all devices measured for
this project with their parameters, where we focus on the ground state type
and summarise this with a bar chart. As the last step, we described the data
analysis of magnetic measurements for tunnel junctions with the sub-gap ex-
citations.

5.4.1 Additional subgap spectres
In Fig.5.3 and Fig.5.4, we show magnetic field evolution for another two tunnel
junctions, where it is possible to observe the ground states transition from the
singlet to the doublet through crossing excitations.

5.4.2 Temperature dependence of the tunnel spectra
Here we highlight the role of superconductivity by showing temperature de-
pendent tunnel spectra. The tunnel spectra exhibits broadening with tem-
perature, as shown in the differential conductance map in Figure 5.5a. The
superconducting gap is no longer visible for T ≥ 4.4 K and is reasonable for
a thin (∼ 3 nm) NbSe2. In addition, the subgap excitations visible at a base
temperature T = 270 mK are no longer visible at T = 1.5 K, as shown in Fig-
ure 5.5b. Similarly, for another device D21, shown in Figure 5.5c, the subgap
excitations are no longer visible at a larger temperature T = 4 K, and the
tunnel spectrum exhibits thermal broadening.

5.4.3 Device details
The table in this section lists the details of all measured tunnel junctions,
particularly geometrical parameters and the suppression factor of the super-
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Figure 5.3 Colour map of dI/dV as a function of in-plane magnetic field B∥
and bias voltage Vb. This is another example of the transition of the ground
state from singlet to doublet under in-plane magnetic field measured for the
device D21, tunnel junction no.10.

conducting gap GN /G0. In the column "Figure", we indicated in what figures
the junction was presented. The main focus is on the type of ground state and
its evolution under an in-plane magnetic field (g-factor).

The cases of the singlet ground state, a doublet ground state and accidental
degeneracy are shown in the main text in Fig.5.1c, Fig.5.2a and Fig.5.2b re-
spectively. The tunnel junctions for which either the magnetic dependence of
the subgap excitations was not studied or the ground state is ambiguous, as
in Figure5.6a have been categorised as ’Unknown’ (ground state). The tunnel
junctions for which subgap excitations were not visible, as in Figure5.6b have
been categorised as ’None’.
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Figure 5.4 Magnetic field evolution of the subgap excitations, device D21,
tunnel junction no.13. (a) Colour map of dI/dV as a function of in-plane
magnetic field B∥ and bias voltage Vb. (b) Shifted differential conductance
curves for the same tunnel junction as in (a). The magnetic field step size of
the curves is 0.5 T. At B∥ = 9 T, the full width at half maximum (FWHM) is
around 0.5 meV. Such a wide peak hinder us to distinguish if the lines cross
as in Figure 5.3 or if the dI/dV peak sticks to Vb=0 above 6 T.
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Figure 5.5 Temperature dependence of the tunnel spectra. (a) Differential
conductance for device D10 as a function of voltage bias V and temperature T ,
starting at T = 1.43 K." The device has 3 nm thin NbSe2, thats why the crit-
ical temperature is much lower than presented in Chapter4. (b) "Differential
conductance measurements for device D10 show that the thermal broaden-
ing at T = 1.5 K is large enough that the subgap excitations are not visible
when compared to T = 270 mK. (c) Differential conductance measurements
for device D21 at T = 270 mK and T = 4 K.
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Figure 5.6 Additional definitions for the subgap ground state categories.
(a) Tunnel spectra when the subgap ground state cannot be determined are
categorised as ’Unknown’. Shown is an example of the subgap features that
have a vanishing g-factor for junction 15 device D10. (b) Tunnel spectra where
the subgap features are not visible are categorised as ’None’ for junction 17
device D10.
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5.4 Supporting information

A count of the ground states shown in Figure 5.7 summarized our measure-
ments. More than half of tunnel junctions show subgap excitations, however
many of them do not show clear behaviour under an in-plane magnetic field or
suppress under a small magnetic field. From the behaviour of the rest of the
tunnel junctions, we believe six tunnel junctions have singlet ground state, one
- doublet, and four tunnel junctions show accidental degeneracy of a doublet
and a hybridized singlet states.

Figure 5.7 Count of ground states of observed in-gap Andreev bound states

5.4.1 Alignment of the magnetic field for the tunnel junctions with
sub-gap excitations

To properly analyze the superconducting gap in the presence of a magnetic
field, it is important to account for the fact that the alignment of the magnetic
field is complicated by the formation of vortices in NbSe2, a type II super-
conductor. This results in the compensation Bsplit−coil values not increasing
linearly with increasing Bsolenoid as expected.

Additionally, the data analysis for sub-gap excitations is also complicated by
the need to search for the minimum of in-gap conductance and the additional

5
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5 Subgap states in NbSe2-MoS2 heterostructures

(a)

(b)

(c)

(d)

Bsplit-coil

Bsolenoid

Figure 5.8 Magnetic measurement. (a) The schematic of the sample orien-
tation with respect to the magnetic fields axis. (b)The plot shows the rise
of conductance with the Bsolenoid. The reason is the misalignment between
the magnetic field direction and the device’s plane. (c) The map is taken at
constant Bsolenoid=5 T. Here the tunnel junction was measured in the small
range of split-coil magnetic field to obtain the spectra with the minimum of
conductance, which would mean that the solenoid’s magnetic field is aligned
with the device. (d) The figure shows the result of proceeded data for the
same tunnel junction as in (b).

alignment required to observe sub-gap excitations better. To address these
issues, a process was used as follow:

1. Aligning the device perpendicularly with respect to the direction of
Bsplit−coil, taking measurements of dI/dV vs. Vbias and Bsplit−coil for
each Bsolenoid value. Fig. 5.8 (c) shows the measurement at Bsolenoid

=5 T.
2. Making a profile on the obtained two-dimensional map where the in-gap

conductance away from sub-gap excitation has its minimum, Fig. 5.8 (c)
black frame.

3. Shifting dI/dV values for clarity of the subgap states2, and combining
profiles into a plot of dI/dV vs. Vbias and effective Bparallel, Fig. 5.8
(d).

2dI/dV values were shifted for clarity of the subgap states in such a way that all runs
have the same value of conductance at zero bias

64

5



6 Conclusion and outlook

The main focus of this dissertation was to study the sub-gap excitations ob-
served in NbSe2-based van der Waals heterostructures. The motivation for
this research was driven by the fact that NbSe2 is known for its unconven-
tional superconductivity[30, 32]. Because of the strong spin-orbit magnetic
field pointed out-of-plane, this material is robust to external in-plane magnetic
fields. Furthermore, this superconductor has a relativity large superconduct-
ing gap, approximately 1.1 meV at 255 mK. The research in this thesis was
conducted by studying different tunneling heterostructure designs in order to
uncover the origin of these excitations.

The fabrication process and measurement set-up used for the projects in this
thesis were described in Chapter 3. In Chapter 4, we analyzed macroscopic
parameters such as the critical transition temperature (Tc) and upper criti-
cal magnetic field values to characterize the properties of NbSe2. For 17 nm
NbSe2 flake Tc ≈ 6 K, the critical perpendicular to the flake magnetic field
at T=1.6 K is around 3.5 T. We explain this by the influence of the orbital
effect. The low-temperature measurements (at T=255 mK) are provided only
for tunneling NbSe2-MoS2 devices with NbSe2 thickness around 10 nm. At 4 T
of the perpendicular magnetic field, the superconducting gap shows significant
suppression, while at 9 T of the in-plane magnetic field, which is the limit of
the cryostat, the superconducting gap remains the same. In the case of the
in-plane magnetic field, we explain the data by the absence of orbital effect,
but also due to the presence of spin-orbit coupling since without it the upper
critical magnetic field would be equal to around 10.5 T (Pauli limit, Hp).

We examined our tunneling junctions by finding the suppression factor
GN/G0, which is for most of the tunnel junctions1 is more than 100. Ad-
ditionally, by estimating of transparency of the tunneling barrier, we can con-
clude that we have high-quality tunnel junctions. Using different models, we
determined that the superconducting gap of NbSe2 is composed of two types
of bands, which is in agreement with previous researches[50, 56].

In Chapter 5, our research focused on sub-gap excitations. It demonstrated
that NbSe2 edges contain numerous defect states strongly coupled to the su-
perconductor and forming Andreev bound states. The isolation of the NbSe2
edge revealed that sub-gap states occur in MoS2 tunnel barriers but are not

1See the table of all tunnel junctions in Sec.5.4.3.
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6 Conclusion and outlook

found in hBN tunnel barriers, indicating defects in MoS2 are the probable
cause. The magnetic measurement allows determining the type of the quan-
tum dot-like defect’s ground state by observing the doublet’s Zeeman splitting.
We typically observed a singlet ground state; however, some spectra showed
avoided crossings of sub-gap excitations, indicating the importance of strong
spin-orbit coupling in the heterostructures.

A particular interest of Andreev bound states (ABS) is that they provide
a mechanism for exchanging Cooper pairs between quantum dots and super-
conductors, which would otherwise be impossible due to the single electron
nature of quantum dots and the superconductor’s Cooper pair transport. Fur-
thermore, due to the strong coherent coupling of ABS with a superconductor,
it allows for the manipulation and measuring of ABS, which makes them very
prominent for the quantum computing application[2]. It is also very important
to note that Andreev bound states can be reliably observed in a wide range
of nanoscale device geometries, including nanowires and two-dimensional sys-
tems.

As a next step, creating NbSe2 thin films with minimum defects on the
edges would be necessary to observe the predicted topological superconduc-
tivity. However, this also requires a very high in-plane magnetic field, higher
than 3Hp, which corresponds to more than 17 T for 3 nm NbSe2. In addi-
tion, it would be interesting to investigate superconductivity in twisted bilayer
graphene and other unconventional superconducting vdW systems using the
high quality of vdW tunnel junctions.
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7 Appendix

7.1 Exfoliation

7.1.1 Material sources
• NbSe2: bulk 2H-NbSe2 is provided by Helmuth Berger and Laszlo Forro

from EPFL

• Graphite: NGS Trading and Consulting GmbH, natural graphite source

• MoS2: SPI supplies MoS2 single crystal medium

• hBN: T. Taniguchi et al., National Institute for Material Science, 1-1
Namiki, Tsukuba 305-0044, Japan

• Exfoliation tape: NITTO ELP BT-150P-LC

• PDMS: Gel-pak n.4

7.1.2 Stacking
PC solution:

1. to add 0.6-0.8 g of Poly(Bisphenol A carbonate) (Aldrich company) and
20 ml of chloroform in the beaker with the lead.

2. let the solution to be stirred for more than 8 hours at 40◦C to dissolve
the PC. Put around the lead the parafilm to minimise the chloroform
evaporation

7.2 Fabrication contacts by electron beam lithography

PMMA mask for contact deposition
1. The solution for the e-beam resist: PMMA 950k in Anisole (solid content

of 4.5-5.5 percent)

2. Spin coating at 4000 rpm for 40s with ramp rate of 1000rpm/s (around
430 nm)
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7 Appendix

3. Baking at 180◦C for 3 min

4. Exposing with e-beam (EHT=20 kV; dose=430 µC/cm2)

5. Development in cold mixture of (around 10◦C) IPA:H2O (7:3) for 60
seconds

6. Blow drying with N2 gun

Metal deposition
1. Prepare PMMA mask, see the section above

2. Oxygen plasma (power 30 W, pressure 250 mTorr, time 30 s) was used
for the bonding places, for tunnel junctions no etching allowed

3. To deposit the metal a Sharon e-beam evaporator was used

4. Deposition of a sticking layer: 5 nm of Ti

5. Evaporation of Au, usually around 60 nm

6. Lift-off in Acetone: put sample in acetone for 1 h at room temperature to
dissolve PMMA, by flow created with a syringe remove remaining metal,
put the sample in IPA for 3 min, dry with N2 gun
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