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1 Introduction

Strain engineering is a broad field with significant applications in technology
and industry. For example, it plays a important role in optimizing mechanical,
electrical, optical properties of a material or in analyzing manufactured parts
in industry [1, 2]. However, strain is also of interest in fundamental research,
as it allows to modulate material structures in a controlled way, starting from
the inter-atomic distances to superstructures of folds and crystallites [3–7].
Specifically, strain has been demonstrated to enhance the mobility of the ac-
tive channel [8, 9] in transistors leading to improved conductivity [10–12].
Moreover, strain can tune the band gap in semiconductors [13, 14] which is
a key property utilized in optoelectronic devices [15] like in Light Emitting
Diodes (LED) for better performance [16]. In all these applications, strain de-
velops mostly due to a lattice mismatch [17] of two different material grown on
top of each other, thus making the strain permanent and not in-situ tunable.
For fundamental research, it is more interesting to change the strain in-situ, so
that changes in the material properties can be directly monitored without com-
paring different devices, that, while macroscopically might be identical, can
still differ significantly on the microscopic scale. Ideally, we then would prefer
to investigate a material in which the material properties can be resonably
easily understood from a tight-binding picture, with the hopping parameters
changing with the atomic displacement, i.e., with strain.

In 3D bulk crystals, strain can cause mechanical failure as the interlayer bonds
are stronger covalent or ionic bonds leading to lack of flexibility, thus engi-
neering tunable strain is a challenge in such systems. With the advent of
two dimensional van der Waals materials (2D materials) lead to more possi-
bilities for strain engineering [18]. Two key properties, namely high tensile
strength and mechanical flexibility [19–21] makes van der Waals materials an
ideal platform to explore strain effects on crystal lattices, bandstructures, elec-
tronic and optical properties, possibly even in nanoscale quantum systems.
Numerous techniques have been developed to generate strain in 2D materi-
als, including thermal expansion mismatch [22], pre-patterned substrate [23],
bending of substrate [24, 25], comb-drive actuator method [26]. The effect of
strain on optical properties in 2D materials is mostly investigated in terms of
band gap tuning and its application in devices like solar cells (exciton fun-
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1 Introduction

nel effect) [27, 28], photo detectors [29], quantum emitters [30], light emitting
materials [31]. Additionally, strain also drive phase transitions in certain 2D
materials such as inducing magnetic phase change in CrSBr, a van der Waals
magnet material [32].

Strain effects on charge carrier transport is a new field to explore. The key
factors to study strain effect on transport includes the quality of electrical
contacts and the compatibility with straining techniques. Since contacts and
gates have to be fabricated, cleanliness is usually problematic (e.g. polymer
residues), and since in transport experiments the resulting total currents re-
sult from an average over the complete device volume, the actual interpretation
can become problematic. On the other hand, transport experiments allow to
access various parameters, like the density of states and mean-free-paths in a
more direct way, so our aim is to combine various techniques in this thesis, like
Raman spectroscopy and transport experiments. The possibility of excellent
electrical contacts [33] and the ability to withstand high in-plane strain [19]
makes graphene and bilayer graphene ideal candidates for investigating strain
effects on charge carrier transport. Strain is a new tuning knob in addition to
charge carrier density, magnetic field, displacement field in transport experi-
ments. In graphene, strain is predicted to induce changes in the bandstructure
through scalar potential [34, 35], an anisotropy of the Fermi velocity [36], a
pseudo-magnetic vector potential [37], pseudo magnetic field [38, 39]. In the
case of bilayer graphene, the interlayer hopping [40] gives rise to effective
charge carrier mass. While the strain-induced effects predicted in graphene
may also be observable in bilayer graphene (BLG), there can be additional
effects from strain specific to BLG, like effect on charge carrier mass or effect
on interlayer symmetry breaking.

The hBN-encapsulated graphene also has some very specific experimental ad-
vantages, namely the great device qualities with mobilities of 100,000 cm2/Vs [41,
42] even in the fabrication-intensive devices of this thesis, as well as a fixed
geometry and electrical capcitance, even when bending the substrates to gen-
erate the strain, which makes the correct interpretation less ambiguous.

In this thesis, we discuss effects observed in transport and Raman spectroscopy
experiments in graphene, bilayer graphene under uniaxial tensile strain at cryo-
genic temperatures (typically either 4.2K or 1.6K) and in magnetic fields up to
9T. The initial section of the thesis will describe the special technique devel-
oped in this project which allows us to apply and control strain while in-situ
measuring the electrical and optical signals. We extend some efforts to distin-
guish strain effects on the metallic contacts and the interface to the graphene
from actual changes in the graphene properties, and investigate how to gen-
erate not only spatially constant strain, but also strain gradient, expected to

2
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result in anisotropic hopping and thus pseudo-magnetic fields.

Outline of this thesis

In this thesis we describe the development of a new low temperature strain
setup which combines optics and charge carrier transport and enables to study
the effects strain plays on quantum transport of charge carriers in graphene
and bilayer graphene.

In Chapter 2 the essential theoretical background for the experiments is
described. It starts with an introduction to graphene, bilayer graphene crystal
structure and the low energy dispersion in these crystal lattices followed by
charge carrier transport in such systems. Further a brief introduction to the
mechanics of substrate bending is given to provide an understanding of how
strain is generated in graphene. The final part briefly describes the predicted
strain effects in the bandstructure of graphene.

In Chapter 3 an overview of the fabrication steps and experimental setup
used is provided. The preparation of flexible susbtrates and the mechanism
of strain transfer from the bent susbtrate to the graphene device is discussed,
along with the mechanical bending setup. Last, the technique used to elec-
trically connect a device to the measurement electronics as well as on low
temperature transport measurement is described.

Chapter 4 introduces the new low temperature three point bending setup
which we designed and constructed to combine optical experiments with trans-
port experiments. The design, components, working of the setup and the in-
tegration of the setup into the attocube system1 is described in detail. This
new setup provides the possibility to characterise strain at low temperature
(up to 1.6 K) and high magnetic field (up to 9 T). The technique introduced
to measure the bending deflection of the substrate (∆z) using capacitor sensor
is also described. In the final part, an estimate for the tensile strain at the
top surface of substrate obtained using the bending profile is compared to the
strain generated in graphene devices using Raman spectroscopy.

In Chapter 5 effects of strain on edge contacts to graphene are investigated.
Assuming a mobility independent of charge carrier density, the change in con-
ductance corresponds to the tuning of contact resistance from the diffusive
transport model. As the mobility of device is large enough to give a mean free
path comparable to device dimensions, a ballistic transport model is discussed
in addition, resulting in the same overall picture as an increase in effective

1attodrY2100 confocal Raman scanning microscopy system.

1
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1 Introduction

transmission probability of carriers into the metallic reservoirs. The final sec-
tion discusses the possible mechanisms that might play a role in changing this
transmission or contact resistance.

Chapter 6 reports one of the strain effects on the crystal lattice, namely
the strain induced scalar potential observed in graphene [35] and similar ef-
fect observed in bilayer graphene (BLG). In transport experiment this scalar
potential appears as shift in the position of charge neutrality point (CNP) in
gate voltage or in fact of any feature occuring at a specific electron density.
The observation of the shift is shown in both graphene and bilayer graphene
followed by an estimate for the scalar potential constant in both systems.

Chapter 7 discusses specific effect of strain in charge transport of bilayer
graphene. First, the conductance around the charge neutral point (CNP) in-
creases with the tensile strain. Whether the effect is from a change in mobility
of the device or a signature of change in density of states is still a question.
These early experiments, however, had one degree of freedom not controlled,
namely the dielectric displacement field, which in bilayer graphene results in
a change of the energy gap and the mass of the parabolic bandstructure. For
this reason, we developed dual-gated bilayer graphene (BLG) devices for our
strain experiments, with an additional top gate fabricated on our BLG multi-
terminal devices. Interestingly, we still find strain effects, in spite of the strong
encapsulation. Specifically, the width of the conductance curve with charge
carrier density around the CNP increased with tensile strain. Is it an effect
related to the scalar potential or is it an effect from change in interlayer dis-
tance still remains ? The final section shows the strain effect on BLG/hBN
moire at finite electric field.

In Chapter 8 we demonstrate strain engineering in encapsulated graphene
junctions using different device geometries. Specifically, we demonstrate that
we can generate strain gradient along and perpendicular to the current direc-
tion, which we can quantitatively understand in simple models with simple
boundary conditions, which in turn can later be used to design more complex
device geometry for specific strain patterns. This control developed in tuning
strain and strain gradient can be extended to other 2D van der Waals material
systems.

The work in the thesis is summarised in the final Chapter 9, with perspectives
and future directions.

4
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2 Theoretical background
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This chapter introduces the essential theory background for the experiments
carried out in this thesis. It starts with an introduction to the basics of
graphene and bilayer graphene on crystal structure, low energy electronic dis-
persion [40, 43]. The next section discusses the basics on charge transport
and different transport regimes: diffusive and ballistic transport, quantum hall
effect. The transition to straining the encapsulated graphene junction begins
with introduction to mechanics of bending and arriving at a general differential
equation for plate bending [44]. With the simply supported boundary condi-
tion for the plate an expression for the bending profile is obtained. Further the
technique used to characterize strain is discussed with a brief introduction to
Raman spectroscopy in graphene. In the final part, the effect of strain on the
electronic properties of graphene is discussed. Strain can change the potential
energy of the system, can lead to Fermi velocity anisotropy 1, and can distort
the reciprocal space lattice [37].

1Schematic showing anisotropy in nearest neighbour hopping under uniaxial strain in
graphene lattice. Arrows represent hopping

5



2 Theoretical background

2.1 Graphene

Graphene, a single layer of graphite is the first two dimensional material ex-
tracted. It is a sheet of carbon arranged in honey comb structure as shown
in Fig. 2.1(a). Each carbon (C) atom has 6 electrons where 1s2 2s2 2p2 is
its electronic configuration. The electrons in 1s2 orbital are inert and do not
contribute to any chemical bonds. The 2s orbital hybridizes with 2px and 2py
to form three planar sp2 orbitals. The four valence electrons occupy three
sp2 orbitals and the 2pz orbital. The sp2 orbitals form the well localised σ
bond whereas the 2pz orbitals form the delocalised π bond which contribute
to the π band in graphene. The covalent bond between C atoms is one of the
strongest bond and thereby making the graphene lattice robust. The tight
binding model with nearest neighbour interaction is discussed in the follow-
ing to derive the low energy dispersion of graphene which results from the
electrons in the 2pz orbital.

2.1.1 Graphene lattice , reciprocal lattice

The graphene lattice has two kinds of C atoms however they are not chemically
different. The difference is built into the geometry of the lattice structure.
Fig. 2.1(a) shows two C atoms A, B and translation from A, B with same
vector results in a final position with different nearest neighbour surrounding.
Thereby, the primitive unit cell of graphene has two atoms A and B spanned
by the following two lattice vectors:

~a1 = a0

2

(
3√
3

)
and ~a2 = a0

2

(
3
−
√

3

)
(2.1)

The two different C atoms A and B can be seen as forming two sublattices.
Here, a0 = 1.42Å is the inter-atomic distance. Each A atom directly neighbors
three B atoms and vice versa, as depicted in Fig. 2.1(a). In real space, the
nearest-neighbors are connected by vectors,

~δ1 = a0

(
1
0

)
and ~δ2 = a0

2

(
−1
−
√

3

)
and ~δ3 = a0

2

(
−1√

3

)
. (2.2)

The reciprocal lattice is shown in Fig. 2.1(b) with the hexagon being the first
Brillouin zone. The two reciprocal lattice vectors are given by

~b1 = 2π
3a0

(
1√
3

)
and ~b2 = 2π

3a0

(
1
−
√

3

)
(2.3)

which are obtained by the relation ~ai~bj = 2πδij.
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2.1 Graphene

K
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ky
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δ1
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δ3

(a)                                                                                                        (b)

b2
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Figure 2.1 Real and reciprocal space lattice of graphene. (a) Unit
cell (shaded in violet) of graphene containing two atoms (A and B) spanned
by the two lattice vectors ~a1 and ~a2 in real space. (b) The first Brillouin zone
shown as hexagon spanned by the two reciprocal lattice vectors ~b1 and ~b2. The
two inequivalent sets of valleys K and K′ sit at the six corners of the Brillouin
zone.

2.1.2 Tight binding model in graphene lattice
The tight binding model based on the principles of quantum mechanics, well
describes the properties of tightly bound electrons in a system. It describes
a system where an electron only shows minimal interaction with its other
neighbours. The assumption is that tightly bound electrons can only hop
between nearest neighbour atoms. The electrons in 2pz orbitals contribute to
π band in graphene which in turn forms the low energy dispersion of graphene.
Let φ(~r) represent the pz orbital of the C atom at position ~r . Thus for the
unit cell atoms A and B,

φA = φ(~r − ~R) (2.4)

φB = φ(~r − ~R− ~δ1) (2.5)

where ~R is the real space lattice vector. ~R = m1~a1 + m2~a2 where m1,m2 are
integers and ~a1,~a2 are the two basis lattice vectors described in susbec. 2.1.1.
The wave function(ψk) is taken to be the linear combination of atomic orbitals
φA and φB,

ψk(~r) = 1√
N

∑
~R

ei
~k~R(cAφA + cBφB), (2.6)

where N is the nuber of unit cells, cA and cB are the unknown coeffcients of
contributions of basis to ψk. The Hamiltonian for the graphene crystal lattice

2
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2 Theoretical background

can be written as,

H = p2

2me
+
∑
~R

(Vo(~r − ~R) + Vo(~r − ~R− ~δ1)) (2.7)

where Vo represents the atomic potential. The Hamiltonian acting on φA and
φB gives

HφA = ( p2

2me
+ Vo(~r))φA + Vo(~r − ~δ1)φA +

∑
~R 6=0

(Vo(~r − ~R) + Vo(~r − ~R− ~δ1))φA

= εpzφA + ∆VAφA
(2.8)

Similarly,
HφB = εpzφB + ∆VBφB (2.9)

where εpz is the energy of pz orbital and let’s choose εpz = 0 , then:

HφA = ∆VAφA
HφB = ∆VBφB

(2.10)

The Schrodinger equation for the system gives,

Hψk = Eψk (2.11)

The projection of φA and φB onto ψk gives two equations,∫
φ∗AHψk d

3r = E

∫
φ∗Aψk d

3r∫
φ∗BHψk d

3r = E

∫
φ∗Bψk d

3r

(2.12)

Further taking into account the three nearest neighbour gives the matrix equa-
tion as shown in [45],(

σ − E α∗(k)(γ0 − Es)
α(k)(γ0 − Es) σ − E

)
×
(
cA
cB

)
=
(

0
0

)
(2.13)

where,

σ = 3
∫
φ∗AVo(~r − ~δ1)φA d3r

α(k) = 1 + ei
~k( ~δ2− ~δ1) + ei

~k( ~δ3− ~δ1)

γ0 =
∫
φ∗AVo(~r)φB d3r

s =
∫
φ∗AφB d

3r

(2.14)

8
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2.1 Graphene

In the eigen value problem in Eq. 2.13 we assume the overlap integral(s) to be
small. This gives the energy eigenvalues (E),

E(~k) = σ ± γ0|α(k)| (2.15)

where σ is the first order shift in the atomic levels due to the remaining crystal
lattice and it is a constant. Thus on redefining the zero of energy gives,

E(~k) = ±γ0

√
1 + 4 cos

(3
2kxa0

)
cos
(√

3
2 kya0

)
+ 4 cos2

(√
3

2 kya0

)
(2.16)

where γ0 is the nearest neighbour hopping energy, γ0 ≈ -2.8eV [43]. On plotting
E(~k) vs ~k gives the graphene bandstructure in k space as shown in Fig. 2.2.
In pristine graphene, the Fermi level lies at zero energy.

E(
eV

)

Figure 2.2 Graphene bandstructure. The band structure of graphene
plotted for the first Brillouin zone (BZ) using Eq. 2.16. The zoom in around the
region where conduction (red) and valence(blue) band touch each other shows
the dirac cone of the bandstructure. These dirac points are located at the
corners of the BZ. Except at these points in k space, graphene bandstructure
is gapped.

2.1.3 Graphene bandstructure peculiarities
Fig. 2.2(a) clearly shows that graphene band structure is gapped except at
two points in the brillouin zone (BZ). The points where conduction and va-
lence band touches coincides with the K and K′ points in the BZ, these points
are called Dirac points and it represents the two distinct valleys in k space .

2
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2 Theoretical background

Graphene bandstructure around these K and K′ points will be discussed in
the following.

Valley degree of freedom

The two distinct valleys in k space are consequence of two sublattice namely A
and B in the real space lattice of graphene,Fig. 2.1(a). Both K and K’ valleys
are degenerate in energy but inequivalent as they cannot be connected by a
reciprocal lattice vector ( ~G). Thus the charge carriers in graphene have a new
degree of freedom called valley degeneracy, in addition to the magnetic spin
degeneracy. Two such K and K′ points of the Brillouin zone are located at

~K = 2π
3a0

(
1

1/
√

3

)
and ~K′ = 2π

3a0

(
1

−1/
√

3

)
, (2.17)

respectively. The momentum mismatch between the K and K′ valley is large
thus intervalley scattering is strongly suppressed for long-range scattering,
making valley a good quantum number in graphene in such scattering events
but not for local defect scattering.

Linear dispersion

The zoom-in of graphene band structure around Dirac points shows that it
is linear at low energies,as shown in Fig. 2.2. Mathematically, this can be
shown by Taylor expanding Eq. 2.16 around K point with ~k = ~K + ~q, where
|~q| � | ~K| is the momentum measured from the K point, this results in (the
same expansion can be found for the K′ point),

E±(~q) = ±~vf |~q|, (2.18)

where ~ is the reduced Planck constant and vf = 3γ0a0/(2~) ≈ 106ms−1 is the
Fermi velocity. The + (-) denotes conduction (valence) band. The linearized
Hamiltonian for both valleys can be written as

H0 = ~vf (κqxσ̂x − qyσ̂y) (2.19)

with κ = +(−) for the K (K′) valley and σ̂i’s are the Pauli matrices acting
on the sublattice space. This is similar to the Hamiltonian for a massless
relativistic particle. Therefore, charge carriers in graphene are often described
as “massless” Dirac Fermions with Fermi velocity vf , similar to the energy
dispersion in photons. With the relation q =

√
πn, the Fermi energy of charge

carriers(Ef ) can be connected to charge carrier density (n) by,

Ef (n) = ~vf
√
πn (2.20)

10
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2.2 Bilayer graphene

Density of states

The density of states (DoS) in graphene is given by,

DoS(E) = gsgvE

2π(~vf )2 , (2.21)

where gs = gv = 2 are the degeneracies due to spin and valley. The linear
dependance of DoS on energy is a consequence of the linear energy dispersion
relation in graphene.

2.2 Bilayer graphene

Bilayer graphene (BLG) is a two layer graphene system with one layer sitting
on top of the other. The two layers are held together by van der Waals inter-
cation between the 2pz orbitals. Depending on how the top layer is arranged
with respect to the bottom layer there are two types of stacking for bilayer
graphene, AA and AB stacking namely. A and B represents the two different
carbon atoms in each of the two graphene layers.

In AA stacking ,the A atom of top layer sits directly above A atom of the
bottom layer whereas in AB stacking, the A atom of top layer sits directly
above B atom of the bottom layer. Fig. 2.3(a),(b) shows the crystal lattice
structure and bandstructure for AB stacked bilayer graphene. The energy
dispersion in AB bilayer grpahene will be discussed in the following.

2.2.1 Energy dispersion in Bilayer graphene

The unit cell has four atoms which lead to presence of different hopping terms.
The interlayer hopping in bilayer graphene (BLG) is schematically illustrated
in Fig. 2.3(a). The intralayer hopping between A1(A2) and B1(B2) in the
lower(upper) layer is same as the nearest neighbour hopping in single layer
graphene. Therefore, we write the in-plane hopping term as γ0 = t = 2.8 eV.
Another hopping terms arises from the interlayer coupling. The interlayer
hopping term includes the following [47]: (a) between A2 and B1 atom which
sits directly above each other, γ1= 0.38eV (b) between A1 and B2 atom , γ3=
0.38eV (c) between B1 and B2 atom, γ4 = 0.14eV as shown in Fig. 2.3(a).
The Hamiltonian for bilayer graphene considering both intra and interlayer

2
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A1

A2

B1

B2
γ0

γ1

γ3

γ4

γ1 E(
eV

)

E

k

E=0 E≠0

(a) (b)

(c) (d)

Figure 2.3 Band structure of bilayer graphene. (a) The lattice of an AB
stacked bilayer graphene shown in real space with all relevant hopping terms
indicated by γi. (b) Low energy dispersion relation in BLG plotted with
Eq. 2.26 when

∣∣~k∣∣ � k0 . (c) Band structure around the K point without
and with a perpendicular electric field. A finite gap opens up with electric
field. The trigonal warping is not taken into account. Figure is adapted from
Ref. [46]. (d) Low energy spectrum at the K valley including trigonal warping.
Figure is adapted from Ref. [46].
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hopping terms is ,

HBLG =

 εA1 −γ0α(k) γ4α(k) −γ3α
∗(k)

−γ0α
∗(k) εB1 γ1α(k) γ4α(k)

γ4α
∗(k) γ1 εA2 −γ0α(k)

−γ3α(k) γ4α
∗(k) −γ0α

∗(k) εB2

 (2.22)

The term γ0α(k) describes same as discussed for graphene Hamiltonian pre-
viously in Eq. 2.14. The terms εA1, εB1, εA2, εB2 describes the onsite energy
of the atoms in the unit cell. Three parameters are introduced to describe
the on site energy differences of the four atoms in the unit cell (A1,B1,A2,B2)
in the most general case: (a) Interlayer asymmetry (U ), (b) energy difference
between dimer(A2-B1) and non-dimer site(B2-A1) (∆’) (c) energy difference
of the A and B sites(δAB) [40].

U = 1
2((εA1 + εB1)− (εA2 + εB2))

∆′ = 1
2((εB1 + εA2)− (εA1 + εB2))

δAB = 1
2((εA1 + εA2)− (εB1 + εB2))

(2.23)

The onsite energies can now be expressed in terms of the above mentioned
parameters in Eq. 2.23. For the case of δAB = 0 , ∆’ = 0 and only non-zero
interlayer asymmetry U , εA1 = εB1 = -U/2 and εA2 = εB2 = U/2. The hopping
term γ4 can be neglected as it is small compared to γ0,γ1,γ3. Then the eigen
energies of the Hamiltonian, HBLG are E = Eαm, α = 1,2 represents the valence
and conduction band, m = 1,2 describes the two subbands (lower and upper)
in each of the conduction and valence band. Thus there are four energy bands
for bilayer graphene. "U" describes the difference of potential between the two
layers, which can, for example, be tuned by an external perpendicular electric
field [48]. The eigne value of HBLG are [40],

E2
m = γ2

1
2 + U2

2 + (v2
f + v2

3
2 )~2k2 + (−1)α

√
J (2.24)

J = 1
4(γ2

1−v2
3~2k2)2 +v2

f~2k2(γ2
1 +U2 +v2

3~2k2)+2κγ1v3v
2
f~3k3cos3φ (2.25)

where vf =
√

3a0γ0/2~ , v3 =
√

3a0γ3/2~ , v4 =
√

3a0γ4/2~ ,κ = ±1(valley
index). In an intermediate energy range (v3/vf )2 < E1 < γ1 we can neglect
γ3 and for the case in which U = 0, the energy dispersion takes the form,

Eαm = (−1)α · γ1

2 ±
γ1

2

√
1 + (~k/k0)2. (2.26)

where k0 = γ1/2~vf . The lowest energy bands represented by ±E1 comes from
the non-dimer sites A1, B2 and the higher energy bands (±E2) comes from

2
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2 Theoretical background

the dimer sites A2, B1. These two bands are seperated in energy by γ1.

Density of states

For small ~k (
∣∣~k∣∣ � k0), Eq. 2.26 describes a parabolic dispersion relation

with an effective mass m∗ = γ1/(2v2
f ) ∼ 0.03me, where me is the free electron

mass. For large ~k (
∣∣~k∣∣ � k0), the dispersion relation becomes linear. The

turning point is around a charge carrier density of 5×1012cm−2. The low en-
ergy density of states in bilayer graphene (BLG) is independent of energy due
to the parabolic dispersion relation.

DoS(E) = 4m∗
2π~2 , (2.27)

where the factor 4 accounts for the spin and valley degeneracy.

But including the hopping parameters γ3 , γ4 results in changing the topology
of bandstructure at low energies from parabola to four mini Dirac cones as
shown in Fig. 2.3 resulting in a trigonal shaped band. This effect is called
trigonal warping. The transition of Fermi surface from a single circle to four
circles occurs at an energy scale ∼ 1 meV [49]. By breaking the interlayer
symmetry a gap can be opened in BLG by an external perpendicular electric
field as schematically shown in Fig. 2.3(c). BLG under finite electric field will
be discussed in Ch. 7.

2.3 Charge transport in graphene

The thesis focuses on charge transport in graphene with strain as a new tun-
ing knob. For the better understanding of the experiments it will be vital to
know the basic concepts in transport. So this section will introduce different
transport regimes in graphene.

The source (S) and drain (D) edge contacts in the fabricated device junc-
tions (as shown in Fig. 3.8) serves the dual role of straining the junction and
enabling charge transport through graphene/bilayer graphene (channel). In
the transport studies, a small voltage bias, VSD is applied between S and D
electrode, this drives a current, ISD through the channel. The conductance
of graphene junction is then, G = ISD / VSD. In addition device is equipped
with a global back gate (Vbg) to tune the charge carrier density (n) in the
channel.

As the charge moves according to the direction of bias, transport can be dif-
fusive or ballistic depending on the scatterer distribution. The quantities that
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can quantify this is the mean free path (lmfp) or momentum scattering time
(τ). The lmfp is the distance that charge carriers travel between two momen-
tum scattering events whereas τ tells the time between such two momentum
scattering events.

The length scale of a channel is characterized by the length (L) and width
(W ) of the device junction. When lmfp � W,L the transport will be diffu-
sive as many momentum scattering events occur when charge carriers travel
through the device whereas if lmfp ∼W,L, the ballistic regime occurs. In the
following, charge carrier density tuning and some details of diffusive, ballistic
transport regimes will be discussed. Furthermore, the quantum Hall effect in
graphene will be introduced and explain how charge carrier transport behaves
in presence of magnetic field.

2.3.1 Tuning charge carrier density

The conductance (G) can be tuned by varying Vbg as it changes the charge
carrier density (n) in graphene. The back gate voltage (Vbg) is applied between
back gate electrode and graphene channel, with a dielectric in between. The
induced charge carrier density can be estimated with a plate capacitor model,

C = ε0εr
A

d
, (2.28)

where C is the capacitance between metal back gate and graphene, A is the de-
vice area, d is the thickness of the dielectric (hBN), εr is the relative dielectric
constant, ε0 is the permittivity of free space. The back gate voltage Vbg shifts
the energy bands through the Fermi level (Ef ) determined by the contacts.
Due to graphene’s band structure without a band gap, energy band can be
tuned with respect to the Fermi level continuously from the electron to the
hole regime and vice versa. Theoretically the Dirac point (ED) in graphene
can be tuned to the Ef but potential fluctuations which cannot be screened
at low carrier densities prevent this in real devices. The device breaks into
random electron-hole puddles near the Dirac point instead of having a ho-
mogeneous carrier density [50]. The residual doping n0, which is the lowest
homogeneous carrier density that can be realized in a device, characterizes the
device quality [51] in terms of how close the Fermi level can be tuned to the
Dirac point. In the following, conductivity in diffusive and ballistic transport
regime will be discussed.

2
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2.3.2 Diffusive regime and Drude model
In the diffusive regime, the Drude model describes conductivity as

σ = ne2τ

me
, (2.29)

where τ is the average time between two momentum scattering events, n is
the charge carrier density, me is the electron mass, e is the electron charge.
The opposing force acting on the free charge carriers from the bias and the
scattering causes it to attain an average velocity. The sources for scattering
can be impurities, phonons or strain fluctuations [52, 53]. The mobility (µ) in
a diffusive system is given by, µ = eτ/me and thus

σ = neµ (2.30)

In a two-terminal configuration, the graphene resistance is measured in series
with the contact resistance, Rc (including line resistance of the measurement
circuit). The conductance starts to saturate at higher gate voltages because
the contact resistance starts to dominate. The conductance is related to the
conductivity by σ = αgG with a geometry factor αg, which is the aspect-
ratio (L/W ) of the channel. Taking the contact resistance into account, the
conductance of a two-terminal device as a function of carrier density is given
by

G−1 = 1
neµ
α

+G0
+Rc (2.31)

where G0 is the residual conductance from graphene channel at charge neu-
trality point (CNP), where CNP corresponds to n = 0.

2.3.3 Ballistic transport
As discussed above, when lmfp ∼ W,L the scattering in the channel is highly
reduced and happens only at edges and at the contacts. In this regime the
Drude model will fail to explain the conductivity of such a system. Con-
ductance in the ballistic regime is determined by the number of modes (M ),
transmission probability (Tp) and degeneracy of each mode. In a pure ballistic
regime, Tp=1 and the ballistic conductance in graphene (Gb) [54] is given by,

Gb = 4e2

h
MTp = 4e2

h

W

λf/2
= 4e2

h
W
√
n/π, (2.32)

with λf = 2π/kyf and M = 2W/λf . kyf and kxf are the x , y components of
the Fermi momenta (kf ). The kyf component of momenta becomes discrete
as the modes need to match the width (W ) of the junction, kMyf = πM/W but
the kxf component remains continuous.
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Temperature effects on Ballistic transport

Eq. 2.32 describes Gb at 0 K. In actual experiments the temperature (T ) is
finite, in our case T = 4 K. At finte bias (VSD),the current due to a mode
(IM ) is given by,

IM = 4e
h

∫ ∞
−∞

TpM (E)(f(E − µS)− f(E − µD)) dE (2.33)

where TpM (E) is the transmission probability of the M th mode, µS and µD
are the respective electrochemical chemical potential at source(S) and drain(D)
contacts, f(E − µS/D) is the Fermi distribution function at S/D and is given
by

f(E − µS/D) = 1

1 + e

(E−µS/D
kBT

) (2.34)

where kB is the Boltzmann constant and T is the temperature of the bath.
The transmission probability (TpM (E)) is given by,

TpM (E) = T0θ(E − (ED + ~vfkMyf )) (2.35)

where T0 is taken to be a constant, θ is the heaviside function, ED is the Dirac
point energy of graphene. Let Ef fixed by contacts to be the zero energy level
of the system, then we get

Ef − ED = −ED = ~vf
√
πn (2.36)

When E > ED + ~vfkMyf , M th mode contributes to transport if the chemical
potential in the graphene is tuned into the bias window (VSD) by back gate
voltage (Vbg).

µS − µD = eVSD (2.37)

For a small bias VSD,

f(E − µS)− f(E − µD) = ∂f

∂E
eVSD (2.38)

Thus Eq. 2.33 can be rewritten as,

IM = 4e
h

∫ ∞
−∞

TpM (E)
( ∂f
∂E

eVSD
)
dE (2.39)

Thus the condutance of the M th mode can be written as ,

GM = IM
VSD

= 4e
h

∫ ∞
−∞

TpM (E)
( ∂f
∂E

)
dE (2.40)

2

17
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The total conductance is,
Gb =

∑
M

GM (2.41)

Ballistic conductance (Gb) with this model at T = 4 K is plotted in Fig. 2.4(a)
for varying width of the junction. For W > 500 nm the quantised conductance
step vanishes indicating numerous modes present in the system. Ballistic con-
ductance calculated from Eq. 2.32 is equal to that from this model for W =
3µm at T = 4 K, shown in Fig. 2.4(b). So, for graphene junctions with W ≥
3µm Eq. 2.32 is sufficient to quantify Gb.
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Figure 2.4 Ballistic charge transport model. (a) Ballistic conductance
of channels with varying width (W) at T = 4 K. To observe the quantised
conductance modes at 4K the width of junction should be less than 1 µm. (b)
Comparing ballistic conductance including temperature factor as discussed in
subsec. 2.3.3 (red solid line) and the ballisitc conductance calculated with
Eq. 2.32 (blue dotted line). Both curves overlap indicating that at T = 4 K
and W = 3 µm, Eq. 2.32 is suffcient to quantify ballistic conductance.
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2.3.4 Quantum Hall effect

During charge transport, the path of the charge carriers can be changed by
the presence of a perpendicular magnetic field (B) as it experiences a Lorentz
force. The charge carriers exhibit cyclotron motion in the presence of per-
pendicular magnetic field. This deviation of charge carrier path causes it to
accumulate on one edge of the sample along the direction of current flow and
builds up a transverse voltage to the normal current path. The voltage mea-
sured known as Hall voltage and the effect came to be known as classical Hall
effect [55]. For a 2D system, the Hall voltage VH = IB/ne where n is the
charge carrier density. So, measuring VH is a way to measure the nature of
charge carrier and density. In classical Hall effect, the longitudinal resistivity
is ρxx = m

ne2τ and the Hall resitivity is given by ρxy = B
ne

.

When the dimensions of the 2D system becomes microscopic and under high
magnetic field as well as at low temperature, ρxx and ρxy show a striking
behaviour. The ρxy shows plataeus in certain range of magnetic field and is
generalised by,

ρxy = h
νe2 (2.42)

where ν is an integer. The longitudinal resistivity ρxx drops to zero when
ρxy is plateaued and peaks when ρxy jumps from one plateau to other. This
effect came to be known as the Integer Quantum Hall Effect (QHE) [56]. The
system under magnetic field causes the energy dispersion to change to discrete
Landau Levels (LL). To observe QHE : a) temperature should be low enough
so that thermal energy scale kBT is less than the LL energy seperation. b)
B field should be high enough so that electrons can complete circular orbits
(cyclotron motion) before scattering happens.
In a classical picture, electrons make skipping orbits at edge of the system
which move in opposite direction at opposite edges as B field breaks the time
reversal symmetry. So the effect can be understood in terms of dissipationless
edge channels carrying the current while the bulk of the system is gapped and it
results in quantized hall conductance. The longitudinal and hall conductivity
is given by,

σxx = ρxx
ρ2
xx + ρ2

xy
(2.43)

σxy = − ρxy
ρ2
xx + ρ2

xy
(2.44)

By solving the Hamiltonian for graphene under perpendicular magnetic field,
the energy of the N th LL [57] is

EN = sign(N)vf
√

2e~B|N |, (2.45)
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The LLs are non-equidistantly spaced due to the square root dependance of
N which is in contrast to conventional semiconductors with parabolic band
structure. The zeroth LL is at zero energy which contains half holes and
half electrons [58]. The largest LL spacing is between N = 0 and N = 1,
large enough such that the QHE can be observed at room temeperature in
graphene [59]. The quantum Hall conductivity of graphene is given by

σxy = gsgve
2

h
(N + 1/2) (2.46)

with gs = gv = 2 being the spin and valley degeneracy. In case of bilayer
graphene, the LL energy is given by [49, 60]

EN = ±~ω
√
N(N − 1), (2.47)

where ω = eB/m is the cyclotron frequency , m is the cyclotron mass of charge
carriers in bilayer graphene. The LLs are 4 fold degenerate due to spin and
valley degeneracy except for N = 0 and N = 1. From the above expression
for EN = 0 for N = 0 and N = 1, thus the eigenvalue at zero energy is 8 fold
degenerate and it contains half holes and half electrons. The quantum Hall
conductance values are multiples of four in units of e2

h
.

The Hall bar measurements are usually done on 6 probe or 4 probe devices
where ρxx and ρxy can be distinguished clearly. The two probe hall bar mea-
surements will give an effective resistivity or conductivity which is a combi-
nation of ρxx and ρxy. When the Fermi level is positioned in between LLs
there is no conduction in the bulk of the system but only along the edge. So
the conductance plateau with B field will still be clear in two probe hall bar
measurements [61].

2.4 Mechanics of Bending

The strain attained in the experiments in this thesis is achieved by bending the
substrate. To get an understanding of the mechanism, it is vital to introduce
the bending of plates mechanics first and try to deduce the strain on the top
surface from the bending curvature of the substrate. The substrate used for
experiments can be considered in the limit of thin plates [44] as t/L or t/W
� 1 where t is the thickness of substrate, L and W are the in plane length
and width of substrate. In the following we will discuss about plate bending,
derive plate bending equation and further use it to get the bending profile
of the substrate using the boundary conditions in the bending setup. This
section follows the Ref. [44].
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2.4.1 Plate bending
A plate is a flat structural element where its thickness is small compared to its
surface dimensions. Let’s consider the plate lying in xy-plane and its thickness
(h) in the z direction.

Assumptions
The three basic assumption in plate bending theory is :
(a) Midplane - middle plane section of plate with zero in-plane stress and
strain. The bending of plate will cause the layers above and below the mid-
plane to be deformed in-plane.
(b) The line elements in the thickness direction remain perpendicular to the
midplane before and after deformation. The corresponding strain components,
εxz = εyz = 0.
(c) Line elements lying perpendicular to midplane remain unchanged in length
and thus the strain component εzz = 0.

Stress and strain components in plate
For a three dimensional object there are nine stress and strain components.
There are three normal components and the other six are the shear compo-
nents. These stress components produce resultants such as normal force, shear
force and moments in the 3D object. We define these resultants in the follow-
ing.
Let σij/εij represent the stress/strain components, describing the stress/strain
acting on jth directed face in the ith direction where i,j = x,y,z (Cartesian co-
ordinate axis), as illustrated in Fig. 2.5(a).
The in-plane normal forces and bending moments are defined as (Fig. 2.5(b)),

Nx =
∫ +h/2

−h/2
σxx dz , Ny =

∫ +h/2

−h/2
σyy dz (2.48)

Mx = −
∫ +h/2

−h/2
zσxx dz , My = −

∫ +h/2

−h/2
zσyy dz (2.49)

The in-plane shear forces and twisting moment are defined as (Fig. 2.5(c)),

Nxy =
∫ +h/2

−h/2
σxy dz (2.50)

Mxy =
∫ +h/2

−h/2
zσxy dz (2.51)

Out of plane shearing forces are defined as (Fig. 2.5d),

Vx =
∫ +h/2

−h/2
zσzx dz , Vy =

∫ +h/2

−h/2
zσyz dz (2.52)
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Figure 2.5 Stress, strain components and stress resultants. (a) Stress
and strain components on the xy, zx, zy plane face of the cuboidal block. (b)
In-plane normal forces(Nx , Ny) and bending moments (Mx,My) due to the
normal in plane stress components σxx , σyy. (c) In-plane shear forces(Nxy)
and twisting moment(Mxy) resulting from shear stress component σxy. (d)
Out of plane shear force resulting from σzx , σzy stress components.
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2.4.2 Expressions for stress and strain resultants
Let w(x,y,z) represent the general vertical displacement of any point on the
plate and similarly u(x,y,z) and v(x,y,z) represent the general in-plane dis-
placements in the x and y direction. Consider a line element lying in x-axis
of length ∆x. Let the deformed and original length of element be denoted by
|a′b′| and |ab|, as illustrated in Fig. 2.6.

a b

a’

b’

Δx

w(x,y)

w(x,y) + (∂ w/∂ x)∆x

v(x,y) +
 (∂ 

v/∂ x
)∆x

v(x,y) u(x,y) + (∂ u/∂ x)∆x
u(x,y) 

z

x

y

Figure 2.6 Calculating εxx. A line element "ab" of the plate is lying along
the x- axis. Upon deformation the line element gets displaced in the x,y,z
directions and its length changes. The quantities u, v, w represents the dis-
placement to the points in ab in x,y,z direction. The length of ab changes
upon deformation, the strain in the x direction acting on the element due to
the deformation force in x direction(εxx)is calculated.

Using Pythogora’s theorem we can write,

εxx = |a
′b′| − |ab|
|ab| =

√(
1 + ∂u

∂x

)2 +
(∂v
∂x

)2 +
(∂w
∂x

)2 − 1 (2.53)

For small bending, displacement gradients are approximated to be small. Thus
the square and product terms of it can be neglected. Thus,

εxx = ∂u

∂x
(2.54)

Similar calcualtion along y and z direction gives,

εyy = ∂v

∂y
, εzz = ∂w

∂z
(2.55)

The shear strain components are as follows:

εxy = 1
2
(∂u
∂y

+ ∂v

∂x
+ ∂w

∂x

∂w

∂y

)
, εxz = 1

2
(∂u
∂z

+ ∂w

∂x

)
, εyz = 1

2
(∂v
∂z

+ ∂w

∂y

)
(2.56)
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2.4 Mechanics of Bending

From the assumptions made intially (εxz = εyz = 0) for plate bending,

∂u

∂z
= −∂w

∂x
,
∂v

∂z
= −∂w

∂y
(2.57)

Thus we get,
u(x, y, z) = −z ∂w

∂x
+ u0(x, y, 0) (2.58)

v(x, y, z) = −z ∂w
∂y

+ v0(x, y, 0) (2.59)

w(x, y, z) = w0(x, y, 0) (2.60)

where u0, v0, w0 are midplane displacements. The strain components in terms
of the midplane displacements are then,

εxx = ∂u0

∂x
− z ∂

2w

∂2x
(2.61)

εyy = ∂v0

∂x
− z ∂

2w

∂2y
(2.62)

εxy = 1
2
(∂u0

∂y
+ ∂v0

∂x

)
− z ∂

2w

∂x∂y
(2.63)

From the assumptions of plate theory, the midplane is free of stress compo-
nents. Thus the strain components become,

εxx = −z ∂
2w

∂2x
, εyy = −z ∂

2w

∂2y
, εxy = −z ∂

2w

∂x∂y
(2.64)

Let the Young’s modulus and Poisson ratio of the material be E and ν. From
the assumptions σzz = 0. Further, from the Hooke’s law we can write [62],

εxx = 1
E
σxx −

ν

E
σyy (2.65)

εyy = 1
E
σyy −

ν

E
σxx (2.66)

εxy = 1 + ν

E
σxy (2.67)

Now combining Eq. 2.64 and 2.67 gives,

σxx = − E

1− ν2 z
(∂2w

∂2x
+ ν

∂2w

∂2y

)
(2.68)

σyy = − E

1− ν2 z
(∂2w

∂2y
+ ν

∂2w

∂2x

)
(2.69)
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σxy = − E

1 + ν
z
∂2w

∂x∂y
(2.70)

Now using the stress resultants defined in Subsec. 2.4.1 we get,

Mx = D
(∂2w

∂2x
+ ν

∂2w

∂2y

)
(2.71)

My = D
(∂2w

∂2y
+ ν

∂2w

∂2x

)
(2.72)

Mxy = −D(1− ν) ∂
2w

∂x∂y
(2.73)

where D = Eh3

12(1−ν2) . The prefactor D is called plate stiffness or flexural
rigidity. The stress components and moments are directly related by

σxx = − Mxz

h3/12 , σyy = − Myz

h3/12 , σxy = −Mxyz

h3/12 (2.74)
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Figure 2.7 Midplane of plate under load q(x,y). The diagram shows the
bending moment components and out-of-plane shear force components acting
on the four sides of the midplane of plate under the distributed load q(x,y).
The force equilibrium in the z direction and bending moment equilibrum gives
the plate bending differential equation for a given load q(x,y).
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2.4 Mechanics of Bending

2.4.3 Differential equation for plate bending

The strain, stress components and the stress resultants for the plate discussed
in the previous section will now be used to derive the plate bending differential
equation for a lateral load (q). Load (q) is the force per unit area or per unit
length applied on the plate. Let’s consider a plate element with center at
(0,0) and with length ∆x and ∆y. The plate element is subjected to the
lateral pressure(q), moments and shear forces. Fig. 2.7 shows the midplane of
the plate element under load q and illustrates the stress resultants acting in
different direction. These quantities are related through the force equilibrium
condition. The lateral load,q(x,y) is in the z direction and is applied to the
top surface of plate. Thereby the stress component,σzz is

σzz =
{

0 z = −h/2
−q(x, y) z = +h/2

where h is the thickness of the plate. By taking the force equilibrium in the z
direction,

∑
Fz = 0 gives∑

Fz = Vy∆x− (Vy + ∂Vy
∂y

∆y)∆x+Vx∆y− (Vx+ ∂Vx
∂x

∆x)∆y− q∆x∆y = 0
(2.75)

Thus we get the following condition,

∂Vx
∂x

+ ∂Vy
∂y

= −q (2.76)

Under equilibrium the moments along x-axis add up to zero,
∑

Mx = 0. Thus
one obtains,∑

Mx = Mxy∆x− (Mxy + ∂Mxy

∂y
∆y)∆x−Mx∆y + (Mx + ∂Mx

∂x
∆x)∆y

+(−∆x/2)Vx∆y − (∆x/2)(Vx + ∂Vx
∂x

∆x)∆y = 0
(2.77)

Neglecting the (∆x)2 terms in Eq. 2.77 results in

Vx = ∂Mx

∂x
− ∂Mxy

∂y
(2.78)

Similarly, for the moment along y axis,
∑

My = 0 gives

Vy = ∂My

∂y
− ∂Mxy

∂x
(2.79)
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On combining Eq. 2.78, 2.79 in Eq. 2.76 we get,

∂2Mx

∂2x
+ 2∂

2Mxy

∂x∂y
+ ∂2My

∂2y
= −q (2.80)

We can convert this differential equation in terms of the vertical displacement
(w) of the plate using Eq. 2.71 to 2.73,

∂4w

∂4x
+ 2 ∂4w

∂2x∂2y
+ ∂4w

∂4y
= −q/D (2.81)

This differential equation is called equation of Sophie Germain who first ob-
tained it in 1815.

2.4.4 Three point bending
Now we consider a problem that is specific to the technique we adopt for
straining in this thesis, that is the three point bending case and we assume
that the bending is symmetric. One of the main points from the plate theory
assumptions we use is w(x, y, z) = w0(x, y, 0). The opposite edges of the plate
along the y direction are simply supported (not fixed) and the edges along the
x direction are free. The boundary conditions are as follows:

w(−L/2, y) = w(+L/2, y) = 0 (2.82)

∂w

∂x
|(0, y) = 0 (2.83)

∂2w

∂2x
|(−L/2, y) = ∂2w

∂2x
|(+L/2, y) = 0 (2.84)

The load is put at two ends of the substrate similar to pulling it down.
The center of the substrate is kept fixed against the central wedge. Thus
the there is no bending in y direction, therefore the corresponding terms in
the plate differential equation (Eq. 2.81) will drop off. Since the problem is
symmetric we can solve the differential equation for one half of the substrate
either −L/2 ≤ x ≤ 0 or 0 ≤ x ≤ L/2 as the bending is symmetric in both the
halves. Consider the region 0 ≤ x ≤ L/2,

∂4w

∂4x
= − f

2Dδ(x− L/2) (2.85)

where q = f
2 δ(x− L/2), f = F/b is the force (F) acting per unit length along

the width (b) of the substrate. On solving this differential equation with the
boundary conditions mentioned above we get,

w(x) = − f

48D (6x2L− 4x3 − L3) (2.86)
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-F/2 -F/2
F

-L/2 0 L/2
z

x

Figure 2.8 Cross section of three point bending. Symmetric three point
bending of a plate with free clamping at the two ends. F/2 is the force exerted
at the two ends downwards to bend the plate and from the central wedge a
reaction force F acts upwards and maintains the vertical force equilibrium.
The length of plate between the clamps is L

The maximum deflection is wmax = w(0) = fL3

48D . The bending results in an
effective tensile strain in the upper surface of the plate as described in Eq. 2.64
for εxx, as the other strain components are zero from the boundary conditions.
In Ch. 4 the equations derived in this section will be used to check whether
the cubic polynomial solution from plate bending differential equation can fit
with the actual bending achieved in the strain setup II. Also the details on
how much of the tensile strain on top surface of the plate is transferred to the
encapsulated graphene device junction will also be discussed in Ch. 4.

2.5 Graphene, strain and Raman spectroscopy

Strain can modify the graphene lattice as it directly affects the C-C bond and
thus has an effect on lattice vibrations or phonon modes. Raman spectroscopy
is a vital tool to get information on phonon modes in the system [63] and is used
to characterise strain [64]. In the two dimensional material community it is also
used as a tool to differentiate among few layers of a given material [65, 66].
In addition to strain, the phonon modes also shows dependance on doping
density, edge chirality [52, 67]. In the following more about the phonon modes
in graphene will be discussed and how strain can be characterised with Raman
spectroscopy.
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2.5.1 Raman spectroscopy

Raman spectroscopy is the study of inelastic scattering of photons by electrons
and phonons. The laser light of energy, El incident on the material excites
an electron to another resonant/non-resonant level and the interaction with
phonon causes it to lose or gain energy depending on whether the system was
initially in ground or excited vibrational state and further recombination of
electron and hole gives out the scattered light of energy, Es. The difference
in energy, El - Es corresponds to the phonon mode energy. The Raman
spectrum basically shows the intensity of scattered light as a function of El -
Es in relative wavenumber (rel.cm−1). The Raman spectrum of graphene has
two major peaks, G and 2D peak namely. To understand about the origin of
these two peaks in a graphene Raman spectrum, it is necessary to introduce
the phonon dispersion of graphene, shown in Fig. 2.9.

2.5.2 Phonon modes and Raman spectrum in Graphene

The graphene unit cell has two atoms, thus 6 different vibrational modes or
phonon modes are possible. The phonon modes can be classified as optical (O)
and acoustic (A) based on how the atoms in the unit cell oscillate with respect
to each other. If the atoms in the unit cell oscillate in the same direction
it results in acoustic phonon mode whereas if it is against each other it is
optical phonon mode. Then, depending on the directon of vibration of a C
atom with respect to the C-C bond direction it can be a transverse (T) or
longitudinal (L) phonon mode. The modes are longitudinal if atoms vibrate
along the bond direction and transverse when atoms vibrate perpendicular to
the bond direction. The vibration can be in-plane (i) or out of plane (o). Thus
the phonon dispersion of graphene has 6 branches. The in-plane transverse
optical (iTO) and in-plane longitudinal optical (iLO) phonons are responsible
for the main Raman peaks, the G and 2D peak in graphene [52, 68].

G peak

The process involved in G peak in graphene Raman spectrum is schematicaly
shown in Fig. 2.10(a). It is a first order process with only one phonon involved.
The incident photon excites an electron to a virtual state creating an electron-
hole pair, the electron is further scattered by iTO or iLO at the Γ point (center
of the first Brillouin zone) and then recombines with the hole which results
in the emission of a photon with an energy smaller than that of the incident
photon. Both iTO and iLO are degenerate at the Γ point. The wavevector of
the phonon involved in this process is zero as it happens at the Γ point.
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Figure 2.9 Phonon dispersion of graphene. All six phonon branches in
graphene are shown. The phonons associated with the G, D and 2D Raman
bands are highlighted. Figure adapted from Ref. [69].
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Figure 2.10 Raman scattering process in graphene. (a) G band, in-
volving a phonon with almost zero momentum. (b) D band, involving one
phonon and a defect scattering (horizontal dashed line). (c) G’ or 2D band
originating from a double resonant process with electronic levels. Two phonons
are involved.
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2D peak

The 2D peak (or G’) in Raman spectrum of graphene is a result of second
order process as it involves two electron-phonon scattering event. The incident
photon excites electrons to a new resonant energy level and creates an electron-
hole pair near the K point. Further the iTO phonon scatters the excited
electron to the other valley around K′ point inelastically. From the momentum
conservation, the electron must be scattered back to the initial valley around
K and further it recombine with the hole at the K valley. The back scattering
of electron is aided by a second iTO phonon. The incident photon and the first
phonon scattering (or the scattered photon and the second phonon scattering)
are resonant with electronic levels in the graphene, this process is known as
double resonant. The shape of 2D peak helps to differentiate between few
layer graphene flakes in experiments as shown in Fig. 3.2.

D peak

In addition to the G and 2D (G’) peak, the Raman spectrum of graphene
shows another peak called D peak. The intensity of this peak is proportional
to the defect density in graphene [70, 71]. It is also a second order process but
with only one phonon involved [72]. The first half of the process is identical as
that for the 2D peak but the second half involves back scattering of electron
form K’ valley back to K valley which is aided by defects. This results in
momentum conservation. The back scattering of electons by defects is elastic.
Thus the scattered photon is only red shifted by half as 2D peak.

Raman spectrum of Graphene

The Fig. 2.11 shows a typical Raman spectrum of pristine graphene flake.
The D peak is absent which indicates absence of defect. The G peak occurs
at ∼1580 cm−1, which is independent of the energy of the incident photon.
This is because only virtual electron-hole pairs are involved in this process
and the involved phonons are always from the Γ point. The intensity of 2D
peak is much higher than that of the G peak. The peak position of D and 2D
peak can shift with the energy of incident phonon as the process involved is
resonant with the energy leves in graphene and also due to the phonon energy
dispersion around the K/K’ point [73].

2.5.3 Strain characterization
The peak position of the G and 2D peak (ωG, ω2D) gives the frequency of
the phonon mode involved, which is sensitive to strain. Tensile strain softens
the bond strength and there by redshift the phonon frequency. In the ex-
periments carried out, graphene/bilayer graphene is uniaxial tensile strained.
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Figure 2.11 Example Raman spectrum of graphene. Raman spectrum
of a pristine graphene flake, showing the characteristic G and 2D (G’) bands.

The red shift of the 2D peak is used to characterize strain in our experiments.
From theory calculations te shift rate of ω2D with strain(ε) is ∂ω2D

∂ε
= -54

cm−1/% [74]. So combining the red shift observed in experiment with the
shift rate gives the magnitude of strain in the graphene junction.

2.5.4 Strain effects in electronic properties of graphene

In addition to strain affecting the phonon modes in graphene, it can also pos-
sibly bring changes in the low energy dispersion of the graphene bandstructure
as strain can affect the nearest neighbour hopping [75]. The changes in band-
structure directly affects the electronic properties of graphene. First of all
we will derive the relation between bond displacement(u), bond length(δ) and
in-plane strain(ε). In graphene each C atom has 3 nearest neighbor. Let ~δj be
the unstrained position vector of nearest neighbor C atom and ~δ′j represents
after straining, where j = 1,2,3 and |~δj | = a0. The displacement vector of the
nearest neighbor C atom (considering the central C atom to be fixed) can be
written as

~uj = ~δ′j − ~δj (2.87)

The bond length change in graphene due to strain can be written as,

∆δj = |~δ′j | − |~δj | ≈ ~uj ·
~δj
a0
. (2.88)
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Figure 2.12 2D peak shift of graphene with tensile strain. Raman
spectra showing 2D Raman mode intensity(I) versus peak position(ω2D) for
tunable tensile strain (ε(%)) of 0, 0.08 and 0.2%. The ω2D red shifts with
ε. Tensile strain is estimated using ∂ω2D

∂ε
= -54 cm−1/% [74] by extracting

change in ω2D(∆ω2D).

Now we consider the whole graphene lattice and in the continuum limit the
strain tensor ε can be written from the theory of elasticity with its compo-
nents(only in-plane strain considered here) given as [62]

εmn = 1
2(∂num + ∂mun), m, n ∈ {x, y} . (2.89)

So the displacement vector, ~uj can be approximated as,

~uj ≈
(
εxx εxy
εyx εyy

)
· ~δj . (2.90)

where ~uj and ~δj are in-plane vectors.

Changes in bond distance and bond displacements with strain brings changes
in the symmetry of crystal lattice as well as in the reciprocal lattice and thereby
change the bandstructure. The three major strain effects predicted in theory
involves the following [76]:

(a) Shift of Dirac cones in energy space.
(b) Shift of Dirac cones in k space.
(c) change in the slope of linear low energy dispersion.

Each of the above mentioned effect will be discussed in the following.
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Scalar potential

The shift of the positions of atoms due to strain changes the on-site energy of
the pz orbitals. This leads to an effective shift in the energy of the graphene
lattice. The effect can be captured by the addition of a scalar potential term
to the Dirac equation. The effect can be visualised as the shift of Dirac cones
in energy axis. The scalar potential depends on the strain as follows,

V (x, y) = s0(εxx + εyy) (2.91)

where s0 is the scalar potential constant. The value for s0(∼ 2.5 eV) is es-
timated from the workfunction studies in graphene with strain [34]. More
details on scalar potential in graphene will be discussed in Ch. 6.

Fermi velocity anisotropy

The slope of the low energy dispersion in graphene around the K or K’ point is
proportional to Fermi velocity (vf ) of the charge carriers and is a constant,vf =
3γ0a0/2~. The hopping term t depends on bond distance [36] as

tj = γ0e
−β( |(Ī+ε̄).~a0|

a0
−1)

, j = 1, 2, 3 (2.92)

~a0 is the undeformed nearest neighbour vector , ε̄ is the in-plane strain tensor,Ī
is the 2× 2 identity matrix described in Eq. 2.90

~aj = (1 + ε̄)~a0 (2.93)

where j represents the nearest neigbour, γ0 is the undeformed in-plane hopping
energy (as described in Eq. 2.16), β = ∂ log t/∂ log a |a=a0 ≈ 2 − 3 [77] is the
modulation factor for the strained hopping energy, ~aj is the deformed nearest
neighbour vector. Fermi velocity vf is dependent on strain (ε) through the
hopping (t) term and the nearest neighbour distance (a0). Considering the
in-plane strain, vf can be generalised as [78],

v̄ = vf0
(
Ī + (1− β)ε̄

)
, (2.94)

The Fermi velocity becomes anisotropic when the graphene lattice is strained.
For example in the case of uniaxial tensile strain along x direction, εxx = ε,
εxy = 0, εyy = −νε, where ν is the Poisson ratio[79, 80]. This gives the
following,

vfxx = vf0(1 + (1− β)ε) (2.95)

vfyy = vf0(1− ν(1− β)ε) (2.96)

Therefore the Fermi veocity in the direction of tensile strain will be less than
in the direction perpendicular to it.
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Magnetic vector potential

The distortion of graphene lattice with strain in real space cause displacement
of the bonds which will also distort the reciprocal space lattice [81, 82]. The
Dirac cones position in k space will shift from the K, K’ points under strain [78].
As mentioned above the hopping term changes with strain,

tj = t0(1− β∆δj
a0

) (2.97)

where ∆δj
a0

= |(Ī+ε̄).~a0|
a0

− 1 ,from the previous part. Therefore straining the
graphene lattice changes the hopping term tj(j = 1,2,3) different for neighbour-
ing C atoms. The tight binding model discussed in Subsec. 2.1.2 for graphene
can be solved with the new hopping terms tj ’s. The off diagonal terms of the
Hamiltonian in Eq. 2.7 (γ0α(k)) is replaced with new term,

HAB = H∗BA =
∑
j

tje
i~k·~δ′j (2.98)

where ~δ′j = (1 + ε)~δj .

H = γ0 ·
(

0 α̃(~k)
α̃(~k)∗ 0

)
. (2.99)

where
α̃(~k) =

∑
j

(1 + δtj + i~k · ε · ~dj)ei
~k·~dj and δtj ≡ (tj − γ0)/γ0. (2.100)

In Eq. 1.83 we see that δtj is proportional to first order in strain as the term
∆δj
a0

describes the strain in the bond to jth nearest neighbour. The δtj term
originates from the expansion of tj and the i~k · ε · ~δj term results from the
expansion of ei~k·~δ′j . Both the terms are first order in strain (ε) and higher
order ε terms are neglected. The effect of these first order terms in ε can be
effectively put into the vector ~Ai. The modified dispersion relation of graphene
is,

H̃±Ki ≈ ~vf σ̂(~q ± e

~
~Ai), (2.101)

where i = 1,2,3 represents the three K and K′ point in the k space as these
are not degenerate anymore in graphene lattice under strain.

~A = ~β
2ea0

(
εxx − εyy
−2εxy

)
. (2.102)

The ± represents the K and K’ valley. The vector ~Ai resembles a magnetic
vector potential and is called pseudo vector potential. The ± infront of ~Ai
shows it is asymmetric in valley and is due to the constraint of time reversal
symmetry [37, 83].
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3 Experimental methods

This chapter describes the experimental methods employed in this thesis.
First, the fabrication techniques are introduced, followed by bending setup
for room temperature Raman scanning microscopy for strain characterizaton
and low temperature bending setup used for charge transport measurement
under tensile strain are described. Furthermore, the way to achieve electrical
connection from the dipstick to the fabricated sample and the basic concepts
of the low temperature transport measurements are described in the final sec-
tion1.

1An optical image of dual(top and bottom) gated bilayer gaphene hall bar.
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3.1 Fabrication

The making of device for the strain transport study involves several prepa-
ration steps at different levels starting from the polishing of substrate to the
final step of mounting device in the strain setup. This section will focus on
the steps involved in the fabrication of device junctions studied in this thesis.
First, exfoliate the required 2D materials : graphene and hBN, followed by
encapsulation of graphene with hBN , and finally edge contact graphene and
shaping of the device junction.

Exfoliation and encapsulation are key steps in making high quality devices.
Encapsulating graphene in hBN proved to be better in terms of mobility [41,
42],less residual doping compared to the the bare graphene flake on Si/SiO2
substrate and also even comparable to suspended graphene junctions [84]. Fab-
rication of a high quality stack needs to be combined with a good contacting
technique which ensures low contact resistance. The technique of edge contact-
ing the graphene [33] stands ahead in terms of offering low contact resistance
compared to surface contacts [85].

The process of edge contacting the graphene followed by shaping the device
junction for a well defined geometry involves the use of electrom beam lithogra-
phy,reactive ion etching(RIE) and depositing metal with e-beam evaporation.
The recipes involved in these steps will be discussed in appendix 1.

3.1.1 Exfoliation
The research growth in 2D materials field is boosted by mechanical exfoliation
technique with graphene being the first 2D material to be exfoliated [86]. This
technique results in producing clean flakes directly from the crystal sources
without introducing any further chemical steps. Eventhough the yield in ob-
taining graphene of reasonable size ∼ 15 µm × 15 µm is average,the technique
is faster than other crystal growth techniques and produces material with low
defect concentration [87].

The technique involves using sticky tape2 to exfoliate flakes from the crys-
tals of the required materials. The steps in the exfoliation process involves
putting the bulk crystal in contact with the tape followed by repetitive cleav-
ing of crystal into thinner flakes and at this stage transfer the flakes onto the
SiO2/Si substrate from the tape. Even though no chemical steps are involved
in the technique one should choose a tape that will leave less residues on the
substrate after exfoliation. This is to ensure lesser probability of these residues
to end up on the device junction after pick up and stacking process.

2For example, SPV 224P, Nitto Europe NV
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The crystal sources for graphene and hBN are the following : (a) natu-
ral graphite3 (b) high quality hBN crystals grown by K. Watanabe and T.
Tanaguchi [88]. Examples of exfoliated graphene and hBN flakes are shown
in Fig. 3.1. Optical microscope images are used to identify the exfoliated
flakes on SiO2/Si (∼285 nm thick SiO2) of desired thickness from the optical
contrast. Single layer graphene gives the least contrast under optical micro-
scope compared to the bilayer and its multilayers [89] which can be seen in
Fig. 3.1(a). In addition to the optical contrast, Raman microscopy can clearly
distinguish graphene from its multilayer from the peculiar shape of the 2D
peak in the Raman spectrum [65]. The Raman spectrum of graphene will be
discussed in Ch. 2. For hBN, we usually choose the flakes with a thickness
in the range ∼20 nm - ∼60 nm, which can be recognized by the color under
optical microscope, see for example the image of flake shown in Fig. 3.1(b)
with 100x objective. The bright field and dark field optical images at 100x is
also used to screen out flakes with tape residues, cracks or folds.

Figure 3.1 Graphene and hBN exfoliation. (a) Exfoliated graphene
flakes on a Si wafer with ∼285 nm of SiO2. Monolayer (ML) and bilayer (BL)
graphene on a single flake. (b) Exfoliated hBN flakes. The flake on left side
is around 20 nm thick and is ideal as the top hBN for the stack . The flake
on right is 60 nm thick and is good as a bottom hBN for the stack, also act
as the back gate insulator for graphene device junctions.

3Obtained from NGS Trading & Consulting GmbH.
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Figure 3.2 Raman spectrum of graphene, bilayer and multilayer
graphene. Intensity (in CCD counts) versus 2D Raman peak position(ω2D)
of graphene(red), bilayer graphene(blue) and multilayer graphene(green). Ra-
man spectroscopy can be a quick tool to identify few layers of graphene es-
pecially between monolayer and bilayer graphene as clearly the shape of 2D
Raman peak is different.
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3.1.2 Encapsulation
After identifying the required flakes, it is followed by the assembly of het-
erostructure using dry transfer technique. These steps make it possible to
encapsulate graphene in hBN. In device fabrication for charge carrier trans-
port, encapsulation of graphene in hBN serves the dual purpose of high charge
carrier mobility as well as a gate dielectric to tune the charge carrier den-
sity [42]

The main steps involved in encapsulation are shown schematically in Fig. 3.4,
where the pick-up technique introduced by Wang et al. and Zomer et al. [41]
is followed. The steps involved in encapsulation will be briefly described in
the following.

PDMS/PC stamp preparation: The first step is preparation of a poly-
carbonate (PC) film on a glass slide using the premade PC solution. The PC
solution is prepared by dissolving PC pellets in chloroform with an overnight
stirring. The recipe for preparing PC solution is discussed in appendix 1. Its
followed by transferring the PC membrane using a Scotch tape with a window
of size 0.5 cm by 0.5cm opened at its center. Further a pdms piece roughly
of size 0.25 cm by 0.25 cm is placed on other glass slide and the scotch tape
with PC membrane is put on top of this glass slide such that the PC film
passes smoothly (without any airbubbles) over the pdms piece and then the
two sides are fixed additionally to the glass slide with the help of scotch tape.
The pdms piece is cleaned initially with sonication in isopropyl alcohol (IPA)
before using it.

(a) (b) (c)
PDMS

PCscotch tape

glass slide + PC glass slide

PDMS

scotch tape
        +
   PC �lm

PC stamp

Figure 3.3 Steps in PC stamp preparation (a). First step of transferring
the PC film prepared on glass slide to the scotch tape with a window opened.
(b) Another glass slide with a clean pdms piece on it. (c) The PC film is placed
over the pdms piece and the scotch tape adhere to the glass slide forming the
PC stamp.

Stacking : The process of stacking the 2D materials is done with the help
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of transfer setup. The transfer setup consists of a bottom stage on to which
the exfoliated substrate is mounted and a top stage to mount the PDMS/PC
stamp. The bottom stage is movable in x,y direction whereas top stage is
movable in x,y,z direction. The bottom stage also has roll and pitch degree of
freedom. These two parameters are used to tilt the bottom stage relative to
the top translation stage, so that the PC film can touch the wafer gradually. A
clean area on the PC film of the stamp is selected with optical microscope for
the stacking process. The details of stacking process will be discussed for the
pick up of graphene which is in general same for all the 2D materials. First of
all the top hBN is picked from the substrate with the PDMS/PC stamp,further
used for pick up of graphene. The graphene flake is now alligned such that
it will be almost fully covered by top hBN. The stamp is lowered until it
touches the wafer at one corner, see Fig. 3.4(c1) and a contact interface of PC
film of the stamp will be visible. The contact interface is slowly moved for-
ward by further lowering the stamp carefully until top hBN is just next to the
graphene flake. At this point the bottom stage is heated to 80 °C from room
temperature, leading to a thermal expansion of the PC film, which moves the
interface across the graphene flake making the top hBN fully in contact with
the graphene, see Fig. 3.4(c2). Now the interface which is over the location
of graphene is kept at a fixed position by slowly retracting the stamp until
the temperature reaches 80 °C. The heater is switched off at 80 °C and the
substrate starts to cool down. Now the PC film slowly start to shrink and
retract automatically, as shown in Fig. 3.4(c3). The flake will be picked up
during retraction as graphene shows better adhesion to hBN than to SiO2 due
to stronger van der Waals interaction. That is also the mechanism when pick-
ing up the top hBN layer in the first step where hBN exhibits better adhesion
to PC film than to SiO2 at 80 °C. The bottom hBN is further picked with the
above mentioned procedure,see Fig. 3.4(c). The bottom hBN is alligned such
that it fully covers the graphene. Thus the graphene is sandwiched between
top and bottom hBN. The stack on the stamp needs to be transferred further
to the target substrate as the next step in device fabrication.

Transfer of stack : The target substrate is fixed in the bottom stage and
the stamp with assembled hBN/graphene/hBN stack is brought close to the
desired region on substrate with the help of top translation stage of transfer
setup. The stamp is brought in contact with target substrate and the heater
is switched on to 80 °C. As the PC interface goes over the stack, the heater is
set to 170 °C. The target substrate is heated and the PC film detaches from
the PDMS stamp, as shown in Fig. 3.4(d). At this temperature, the PC film
adhere better to the substrate than to the PDMS stamp. In the end, the PC
is dissolved in chloroform, leaving the assembled stack on the substrate.

Then the stack is characterized with AFM to locate bubble-free regions and
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PDMS
PC

exfoliated hBN(top)

b-hBN

SiO2hBN
SiO2

exfoliated graphene

hBN
t-hBN

exfoliated hBN(bottom)

hBN
graphene

(a)

hBN

target substrate

PC dissolved in CHCl3

b-hBN

(b)

(d)(c)

(c1) (c2) (c3)

Figure 3.4 Steps in encapsulation and transfer of stack. (a) The
PDMS/PC stamp prepared is used to pick up the identified top hBN. (b)
The PDMS/PC stamp with top hBN is further used to pick up the graphene.
The details of the picking up of graphene is shown in c1,c2,c3. First, the PC
interface upon contact with substrate on heating will move and spread over
the substrate as shown in c1. Further after that when heating is stopped
by decreasing the temperature to room temperature PC film will shrink and
the interface will now move in the opposite direction as shown in c2. In this
process graphene upon contacted with top hBN on the PDMS/PC stamp pick
up the graphene due to its better adhesion to van der Waals material over the
SiO2/Si substrate. (c) Now the PDMS/PC stamp with top hBN and graphene
is used to pick up bottom hBN following similar procedures shown in c1,c2,c3
and results in graphene encapsulation. (d) Transfer of encapsulated graphene
stack to the target substrate folowed by removal of PC film by dissolving it in
CHCl3/CH2Cl2. The figure is adapted from Ref. [90].
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Figure 3.5 Transfer setup for stacking. The image on right side shows
the overview of the whole stacking setup along with the computer to which
camera is connected to position the sample , PC stamp , to carryout the pick
up and stacking process. The image on left is zoom in of the red dotted box in
the image on right. It shows the PC stamp under microscope for the pickup
process and other components of the stacking setup is labeled.

also to determine the thickness of top and bottom hBN layers for designing
the device junctions. Later, standard nanofabrication techniques, including
e-beam lithography, reactive ion etching and metallization processes (electron
beam evaporation), are used to make electric contacts and shape the stack
into the desired device geometry. Details of the recipes in nanofabrication are
given in the appendix. 1.

3.1.3 Top gate
For strain transport studies on bilayer graphene(BLG) top gate was imple-
mented so that charge carrier density and electric field can be independently
tuned [48]. Two methods were tried , (a) Method 1 : Place an additional
graphite layer in the top at the end of normal stacking procedure. (b)Method
2 : Transfer an additional graphite/hBN stack on top of the edge contacted
bilayer graphene device junction. Fig. 3.6 illustrates top gate fabricated device
junctions for the two possibilities mentioned. The same stacking procedures
as mentioned in subsec. 3.1.2 were followed for both the methods.

Method 1
Steps involved are :
1. Prepare the hBN/BLG/hBN stack and place it on the target substrate
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followed by removal of PC film.
2. Pick up the graphite with the PDMS/PC stamp.
3. Place the graphite on hBN/BLG/hBN stack with the help of transfer setup
and followed by removal of PC film.
4. Etching of graphite with O2 plasma to shape the top gate. This step in-
volves e-beam lithogrpahy to put the mask for shaping the top gate.
5. Edge contacting BLG and shaping of device junction. This step involves
e-beam lithography, e-beam evaporation of Cr/Au followed by lift off for the
edge contacts. The edge contacts are designed to be slightly away from the
top gate structure. After edge contacting,the device junction is shaped with
help of RIE.
6. Depositing Cr/Au on the top graphite to connect the top gate to the outter
contact pad for electrical connection to supply gate voltage. This step involves
e-beam lithography, e-beam evaporation of Cr/Au followed by lift off.

Method 2
Steps involved are :
1. Fabricate hBN/BLG/hBN stack completely including edge contacting the
BLG and shaping of the device junction.
2. Preparing a new stack of graphite on hBN.
3. Placing the new stack prepared in step2 on top of the fabricated hBN/BLG/
hBN device junction with the help of transfer setup. It is followed by removal
of PC film.
4. Depositing Cr/Au on the top graphite to connect the top gate to the outter
contact pad for electrical connection to supply gate voltage. This step involves
e-beam lithography, e-beam evaporation of Cr/Au followed by lift off.

Method 1 should ideally give the best top gate as it would be flat giving a
uniform top gating on the sample. But the gate leak was an issue in two such
fabricated devices from method 1. The device that worked for measurements
came out from method 2 but the top gate graphite will not be flat near the
edge contact regions as gold deposited can be slightly higher than the etched
depth of the stack for edge contacting. But this issue was considered while
fabricating,so the amount of gold deposited is around as high as the etch depth
to minimise the issue.

3.2 Bending setup

The devices are fabricated on flexible substrate. The graphene in the device
junction is uniaxially strained with the three point bending setup which bends
the substrate. The thesis consists of experiments run with two different bend-
ing setups. In this section, first the preparation of flexible substrate will be
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Cr/Au top hBN Graphene

bo�om hBN polyimide

phosphor bronze substrate

2nd top hBN

Graphite

(a)

(b)

(a)

Figure 3.6 Top gate fabrication on hBN/BLG/hBN stacks (a) An ad-
ditional top graphite layer picked up during the stacking procedure which will
act as top gate with top hBN as the gate dielectric. (b) hBN/BLG/hBN stack
fabricated completely including the process of edge contacting the graphene
and shaping of the device junction. Its followed by another step of placing a
two layer stack of hBN and graphite on top of the device junction.
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introduced, followed by the details of initial bending setup(Strain setup I) de-
signed for low temperature transport measurements and for measuring raman
spectra to characterize strain. Strain setup I is designed and used for quantum
transport experiments in graphene under strain during the Phd work of Lujun
Wang [91]. Also transport measurements need sucessfull electrical connection
to the device junction and how its implemented in the strain transport exper-
iments in this thesis will be briefly described. The newly designed bending
setup(Strain setup II) and its specialities will be discussed in detail in Ch. 4.

3.2.1 Flexible substrate preparation
The flexible substrate used for fabrication is 0.3 mm thick phosphor bronze
plate4 in strain stetup I 3.2.2. The commercially available phosphor bronze
plate are not flat enough for the nanofabrication,the substrate roughness is
shown in Fig. 3.7. Polishing helps to make the substrate flat enough on a
length scale of 20 µm,enough for the device junction size. Upon polishing the
flatness becomes comparable to the Si wafers. The big plate piece is cut into
several 5 cm × 5 cm plate pieces and is further polished with the help of a
lapping machine.

For electrical insulation,thick layer(∼5µm) of polyimide5(PI) is spin coated
on the polished plate. Further on the plate is cut into smaller pieces with
dimensions of 24 mm×9.5 mm with the help of diamond wire saw. In order to
protect the PI surface from the metal fragments and particles produced during
sawing, the substrates are coated with PMMA layer. After the plate is sucess-
fully cut, the PMMA layer is removed with acetone, isopropyl alcohol wash
and standard nanofabrication techniques are further used to pre-fabricate the
base structure for the device. The base structure includes the bottom gate
with markers,outter contact pads and the metallic leads to the contact pads.
The bottom gate has a varying width of 10µm to 30µm for different size of
flakes. After all these processes the preparation of substrate is complete and
can be further used for the transfer of stack to fabricate the devices.

3.2.2 Strain setup I
The setup bends the flexible phosphor bronze substrate about three points.
The three point bending is inspired from the break junction technique. [3–6].
The metallic leads including the contact pads are fixed to the top PI layer on
the substrate and the encapsulated graphene device junction located at the
centre of substrate is edge contacted. Bending the substrate can uniaxially
tensile strain the edge contacted graphene, will be discussed in Ch. 8. The

4CuSn6, häuselmann metall GmbH
5PI2610, HD MicroSystems GmbH
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Figure 3.7 Surface roughness. The height profiles of PI surface on unpol-
ished bronze plates (black and red) and on polished bronze plates (blue) are
plotted for a 20µm distance. For reference, the height profiles on the surface of
Si wafers (green) are also plotted. In this length scale, the polished surface is
almost as flat as the Si wafer. The curves are shifted in y-direction for clarity.
The height profile is measured using profilometer

substrate is mounted between two counter supports and a central wedge as
shown schematically in Fig. 3.8. The strain characterisation and low temper-
ature strain transport measurements in strain setup I are carried out in two
different three-point bending setups shown in Fig. 3.9 and 3.10, which will be
briefly described in the next section.

Raman bending setup: The central wedge of the three-point bending setup
is kept fixed whereas the two counter support at the two edges of the substrate
where it is freely clamped is pulled down with the bending. Thus the center
part of substrate is kept fixed to keep it at focus of the microscope even after
bending. This bending setup can be mounted on the sample stage of room
temperature Raman microscope,as shown in Fig. 3.9. The sample stage is
piezoelectric and thus its movable in x,y,z direction. The displacement ∆z of
the counter support is controlled by the long screw sticking out which con-
trols the bending of substrate. The long screw is connected to a gear system
and the reduction effect of it is such that one full rotation of the long screw
corresponds to a displacement ∆z ≈ 20µm, giving a very fine control of the
bending of substrate and thereby the strain in graphene. The piezoelectric
stage makes it possible to get spatially resolved Raman maps over the device
junction,which is important for characterizing strain over the whole device
area. The room temeperature Raman microscope used is confocal Raman sys-
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phosphor bronze substrate

Cr/Au top hBN Graphene

bo�om hBN polyimide

ɕz

Figure 3.8 Schematic of three point bending. The wedge pushing at the
center of substrate with the two ends of the substrate freely clamped by the
counter support. The zoom in at the center of substrate shows schematic of a
edge contacted device junction of hBN encapsulated graphene. The material
of flexible substrate used is phosphor bronze and it is coated with an insulation
layer of polyimide.
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tem WiTec alpha300. Green laser of wavelength 532 nm, laser power of 1 mW
and 600 grooves/mm as the grating of the spectrometer were used for obtain-
ing the Raman maps. The laser spot size is around 500 nm.

Figure 3.9 Raman bending setup. Room temperature bending setup
mounted under the Raman microscope. A typical prepared flexible substrate
with metallic leads and contact pads are prefabricated before transfer of the
encapsulated stack on the central gate structure. The zoom in on the right
side shows the gate structure in the center and the metallic leads to the en-
capsulated graphene device junctions. Also indium pieces are pressed on to
the contact pads on the substrate for further electrical clamping for making
electrical connection to cryostat, will be discussed in subsec. 3.2.3.

Low temperature bending setup: The sample is inserted between two
fixed counter supports and a pushing central wedge. The central wedge is
connected to a controlling knob at the top of dipstick with a rotating rod
connected to a differential screw. The wedge pushes the center part of the
substrate against the two counter supports at the two edges of substrate. The
differential screw makes fine control over substrate bending where one full ro-
tation of control knob corresponds to a displacement of ∆z ≈ 100µm. The
base temperature of setup is 4.2 K. The dipstick insert with the low tempera-
ture bending setup, in Fig. 3.10(a) is enclosed with a metallic tube. Its then
pumped to vaccum and is further filled with a little amount of He exchange
gas for thermalisation before inserting it into the liquid 4He bath in cryostat.
The cryostat is equipped with superconducting magnet with limits up to +/-
9 T out of plane field.
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Figure 3.10 Cryogenic strain setup I. (a) Home-built insert for studying
strain effects in transport measurements. The inset shows the three-point
bending setup. (b) electrical clamping technique : first indium pieces are
placed over the nanofabricated gold contact pads on substrate and then pressed
by screwing the electrical clamp with pins to its counterpart.
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3.2.3 Electrical connection and electrical measurement setup
Usually the electrical connection to the devices on SiO2/Si substrate is carried
out through wire bonding on the bonding pads. But unfortunately the wire
bonding technique will not work on the bonding pads which are on top of the
PI layer of the flexible substrate for strain transport measurement. The PI
layer is soft compared to SiO2 and the bonding pads peels of the substrate
when the wire bonding technique is tried. So it is a very important step to
develop a technique to contact the fabricated device for strain transport mea-
surement as it should also be compatible and reliable with the low temperature
bending in the cryostat.

Electrical connection : Electrical clamps are designed which can be con-
nected to the nanofabricated contact pads. The clamping technique is shown
in Fig. 3.10(b). First,small indium pieces of diameter 1-2 mm and thickness of
0.5 mm, are cut from indium wire. The indium pieces are placed on top of the
nanofabricated contact pads and then the electrical clamp is pressed on to the
indium pieces. The clamp is fixed by screwing to the counter part of it. The
clamp itself is connected to electrical pins through copper wire. These electri-
cal pins makes the connection to the electrical lines in the dipstick and from
there it further gets connected to the measurement electronics via a breakout
box. There are 12 contacts to the sample including the bottom gate.

Electrical measurement : The measurements in the thesis were carried out
with the new turning knob of strain. The differential conductance measure-
ments are carried out with standard low-frequency lock in6 techniques. For the
voltage-biased differential conductance measurement, the I/V converter used
is SP983c, Basel Precision Instruments. For the current biased differential
conductance measurement, the differential amplifier used is SP100 from Basel
Precision Instruments. were used. For the back gate or top gate of the device,
the DC voltage source used is SP927 DAC (Basel Precision Instruments)7.
All the measurement instruments were communicated and controlled through
RS232 or GPIB interfaces with Qcodes based on Python.

6Standford SR830 lock-in amplifier.
7Designed and made by the Electronics Lab at the Department of Physics, University of
Basel
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4 Strain setup II : strain setup with
combination of optics and electrical
transport

This chapter decribes the design and integration of strain setup to the at-
toDRY21001 cryostat with a base temperature of 1.6 K. It is specially designed
for low temperature Raman scanning microscopy. The first two sections briefly
describes about the cryostat and optical setup in the system. The next sec-
tion discusses about the newly designed strain setup2 (strain seup II) and the
mechanism implemented for bending the susbtrate. The technique of electri-
cal connection via clamping to the sample in this system is further discussed
followed by a section on shielding the electrical lines to sample from the high
voltage lines to the piezo walkers in the strain setup to avoid damage. The
next section emphasizes the technique implemented to read out the distance
moved by piezo walkers to bend the substrate using a capacitor sensor in the
strain setup. An estimate for the tensile strain on the top surface of sub-
strate is further carried out using the bending profile of the substrate and is
compared with the strain generated in graphene device.

1a product of attocube.
2Photograph of newly designed strain setup integrated to atooDRY2100
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4.1 Introduction

Several techniques are implemented to strain 2D materials. The difference in
thermal expansion rates of the substrate and the material is used to induce
strain [22]. The other type includes pre-patterned substrates, where material
deposited on such substrates is strained spatially according to the surface pro-
file of the substrate [23]. Suspended samples can be strained with comb-drive
actuator method [26] or by using AFM tip [92] to press on is the other way
to strain 2D materials. Straining using flexible substrates is another cate-
gory where material transferred on the substrate due to its adhesion will get
stretched or compressed depending on the way substrate is bend [93]. Tech-
nique that offers reliable control on strain is ideal for studying the effects of
strain on charge carrier transport. The three point bending technique intro-
duced in Ch. 3 generates an average strain in the device junction proportional
to the distance the substrate is pushed by the wedge to bend [25].

This chapter describes the design and integration of a new strain setup to
the attoDRY21003 cryostat based on three point bending technique. The sys-
tem is unique in combining optics and charge carrier transport with strain as
a new tuning knob at cryogenic temperature.

4.2 Attodry2100 dry fridge

This section gives a brief description to the attocube system for low tempera-
ture Raman microscopy. The new strain setup will be integrated to this system
to combine strain engineering with optics at cryogenic temperature.

attoDRY2100 is a dry fridge with base temperature of 1.6 K. It is equipped
with a confocal Raman scanning microscope and a magnet which can deliver
out of plane magnetic fields up to ± 9 T. The Raman microscopy is a tool
for strain characterization as discussed in subsec. 2.5.3. The objective lens
for confocal Raman microscopy in the system is specially designed for low
temperatures, also withstands warm up and cool down cycles in temperature
carried out in the cryostat. The setup has two sets of piezo units : (a) piezo
scanners x,y,z (b) positioner piezo x,y,z. The positioner piezo x,y is used for
the coarse potioning of the sample in the x,y direction and the z positioner
piezo unit is used for focussing of the sample and the laser spot. The scanner
piezo units are used to do the Raman mapping spatially of the sample region
in the substrate. The piezo units in the setup are illustrated in a later section
in the chapter. The low temperature setup is combined with the possibility to
do transport and optical experiments, in addition the strain setup is integrated

3a product of attocube.
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to it. In the coming sections details on the optical system and the designed
strain setup will be discussed in more detail.

4.3 Optical part of setup

The optical components involved in the confocal Raman microscope will be
discussed in this section. The setup is equipped with red laser source of wave-
length 632.8 nm. The optical head, shown in Fig. 4.1(a) at the top of the
microscope stick, act as an intermediate channel to send in and collect the
laser signal reflected from the sample in the cryostat. The optical head con-
sists of four layers:

a) Excitation layer : Laser light from the source enters the optical head
in the excitation layer through optical fibre. Further it passes through a laser
clean up filter so that the laser light is as narrow in width for the specified
wavelength. The optical path of the laser then involves reflection from the two
mirrors arranged at an angle one after the other and guide the laser light to
the dichroic beam splitter at the top right corner of the excitation layer where
the laser light is directed down the optical head into the cryostat with the help
of a slanting mirror at the base of optical head. The components in excitation
layer are shown in Fig.4.1(a). Dichroic beam splitters are optical elements in
which reflection to transmission ratio is different in different range of wave-
length. In the setup,it reflects the 632.8 nm laser light mostly and allows more
transmission of laser light different from 632.8 nm when the reflected signal
from sample comes back.

b) Detection layer : Laser light comes through the same physical space as in
the excitation path. The detection layer receives the laser light reflected from
the sample in cryostat and is then further send to the spectrometer through
an optical fibre. This layer is arranged above the excitation layer so that the
reflected signal having same wavelength component of excitation signal gets
partly blocked by dichroic beam splitter in the excitation layer just before
entering the collection layer. Once the laser light reaches the top right corner
of collection layer, three mirrors are arranged at specific angles such that it
will properly direct it to optical fibre. In addition there is a 633 nm razor
edge long pass filter kept just before the entry to optical fibre to filter out the
laser wavelength and only send signal of wavelength larger than laser to the
spectrometer. The components in detection layer are shown in Fig. 4.1(c).

c) LED illumination layer : It is located below excitaton layer. Red LED
light in the layer is used to illuminate the sample to view it with the camera.
The same physical space through the top right corner of the optical head as
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for the laser is utilized for illumination of the sample to view it.

d) Camera layer : This layer holds the camera to capture the live optical
image of the sample in cryostat. Important to navigate to the device junction
to do the raman mapping on the device junction.

In between the mirrors at bottom left and right corners in the excitation and
collection layer there are two slots each available for new optical elements to
be introduced. So there is a possibility to add polarizers in the two layers for
polarization dependent optical measurements.

e) Raman spectrometer : The signal from detection layer finally ends in
the spectrometer. The spectrometer has two grating sets to seperate out the
signal of different energy spatially and the intensity of corresponding signal is
recorded by CCD and is shown as the output in the software.

4.4 Strain setup II

The initial low temperature strain setup discussed in subsec. 3.2.2 is purely
mechanical and it lacked the optical parts to do the strain characterization
at low temperature. The newly designed strain setup for attoDRY2100 dry
fridge opens up this possibility to do optics and electrical transport with strain
as a new knob. It is a new tool to look into the strain distribution in device
junctions at low temperature. The same principle of straining edge contacted
graphene junctions by bending the flexible phosphor bronze substrate is still
used but the way of bending in the new version of setup is carried out by
driving a piezo walker unit. The possibility to bend the substrate using a
pushing wedge technique as in subsec. 3.2.2 had to be avoided in the new
version as it can interfere with the optical path if it is designed to come from
above in the vertical direction and from bottom the scanners, positioners for
Raman mapping makes it difficult to design such a system. Thus access to
bend the substrate with pushing wedge technique is difficult. In collaboration
with mechanical workshop the piezo walker setup is designed and fabricated
to bend the substrate. The design, techniques and components of the piezo
walker setup will be discussed in this section.

4.4.1 Design dimensions of piezo walker setup
The design of the strain setup began with the avaialble space in the dipstick
of attoDRY21004. To the bottom part of dipstick , a half open cylindrical
metallic cage holds the positioner and scanner piezo units of attocube Raman

4a product of attocube.
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Figure 4.1 Optical head of setup. (a) Optical head on top of the cryostat
labelled with different layers it is equipped with. (b) Cross-section showing
components in the excitation layer. The laser light brought in by optical fibre
is refelcted by mirrors and is directed downward into the cryostat. (c) Cross-
section showing components in the detection layer. The reflected laser signal
from sample is further reflected by mirrors and directed to the optical fibre to
spectrometer.
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microscope, shown in Fig. 4.2. The strain setup to be designed should fit into
this part of the dipstick. The 33 mm opening in the front face of cylinder sets
the limit for the size in horizontal direction. In the vertical direction space
available between focal point of objective and the attocube sample stage is
12.3 mm. On considering the available dimensions of the components for the
strain setup and the distance the setup needs to move to bend the substrate,
it required more space in vertical direction. Thus the bottom spacer of 10 mm
(shown in Fig.4.8) and attocube sample stage of 6 mm in height is removed
for enough space for the strain setup. Thus the limit in the vertical direction
is 28.3 mm.

Figure 4.2 (a) Estimating the space available for the piezo walker setup in
the bottom region of dipstick/microscope stick of the attodrY2100 system.
(b) Outter titanium cage of the piezo walker setup, the piezo stacks are glued
to it in the inside. The surface of the piezo stack to be glued is terminated
with white alumina sheet, red arrow points to the location where that piezo
stack need to be glued.
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4.4.2 Components of piezo walker

The parts of the piezo walker unit are illustrated in Fig. 4.3. A brief descrip-
tion of the parts are highlighted below:

a) outer titanium cage - the clamps to hold the two ends of the substrate
are fixed to it.

b) center sapphire rod - the wedge is attached at the top of the sapphire rod.
It is hexagonal in cross section with three rough faces and three smooth faces.
The three alternating faces of sapphire rod is polished to make it smooth for
the piezo walkers to carrout the walking motion with less friction. The choice
of three alternating face and not three adjacent face comes from the design of
the setup which will be clear from Fig. 4.3.

c) shear piezo actuators (piezo walkers) - There are five shear piezo
stacks in the piezo walker setup. One side of the piezo stack with square face
is glued to the outter titanium cage and the face on the other side of stack
contacts the smooth face of center hexagonal sapphire rod. Each shear piezo
stack consists of 8 capacitors stacked together as a single unit with PZT(Lead
Zirconium Titanate) as the piezoelectric material between the plates. The
capacitor plate is 5 mm by 5 mm in areal dimension.

Assembly of parts

Here we shortly describe the assembly of the components of piezo walker setup
step by step including details on the material of each component.

The choice of materials including titanium, sapphire, PZT, alumina, copper
is based on thermal expansion of these materials as the setup will be cooled
down from room temperature to low temperature [94–98]. The idea is to keep
the stress occuring at the junction of differnt material types minimum by using
materials with similar thermal expansion coeffcients.

The copper capacitor plates and PZT material is glued with epoxy glue, the
two ends of the capacitor piezo stack is terminated with alumina sheet (white
in colour, as shown in Fig. 4.2(b)) making electrical isolation from the outter
titanium cage and also it makes good contact with epoxy glue to the titanium.

One face of piezo stack is fixed to the outter titanium cage at positions shown
in Fig. 4.3 with T7110 epoxy glue(grey coloured). Four piezo stacks are glued
to the outter titanium cage and the fifth one is glued to pre-loader with a
different epoxy, EPO-TEK 353ND(shown in Fig. 4.2) as the preloader is made
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out of aluminium. For the T7110 epoxy glue, after the process glued parts
are left for one day without disturbance inorder for it to solidify. For EPO-
TEK 353ND Epoxy, the glued parts are heat treated at 80◦C for around 2
hours so that glue gets solidified and makes the adhesion stronger. The pre-
loader is connected to the outter titanium cage with three screws, as shown in
Fig. 4.3(b).

The center sapphire rod is connected to a base plate via a long screw which
connects to wedge at the top, Fig. 4.3(a). The central sapphire rod is passed
through the completely assembled outter titanium cage, the other square face
of piezo stacks makes contact with the smooth surface of the central sapphire
rod and is tightened with the screws on the pre-loader. The function of the
three screws in the bending process will be discussed later in the section for
optimisation of bending at low temperature.

Figure 4.3 Parts of piezo walker strain setup. (a)The inner part, sap-
phire rod with a wedge at the top fixed to a base plate through a long screw.
(b) Outter titanium cage with shear piezo stacks glued to the inner side of it.

4.4.3 Working of strain setup II
The working of the strain setup II to bend the substrate will be breifly de-
scribed in this section. The shear piezo stacks are actuated with sawtooth
voltage signal. The sawtooth voltage signal is supplied by home built piezo
motor controller (PMC). The schematic of the up and down walking motion of
the piezo walkers are illustrated in Fig. 4.5, where the sawtooth voltage signal
with the corresponding motion happening to the shear piezo stacks are shown.
The sawtooth voltage signal has two parts, a slow linear change in the voltage
applied followed by a fast switching of the voltage polarity. The slow step is in
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Figure 4.4 (a) Schematic of strain setup with substrate mounted. The
schematic is made using Solidworks software in collaboraton with the mechan-
ical workshop in the department. (b),(c) Initially unbend and completely
bend substrate in the strain setup II after integrating it into the attocube sys-
tem.
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the millisecond time scale and fast switching in microsecond time scale. In the
slow step, piezo stack makes the shear motion against the sapphire rod and in
the fast step the piezo stack switches back to the original shape by making a
small walking step on the sapphire rod. Depending on whether the polarity
changes from positive to negative or vice-versa in the slow step, the outter
titanium cage moves up or down with respect to the central sapphire rod. The
maximum voltage that PMC can deliver is ± 400 V. The substrate is clamped
at the two ends in the outter titanium cage and the center of substrate will be
initially just in contact with the central wedge but still flat and not bend.
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Figure 4.5 Schematic of the walking motion of piezo stack. One face of
the piezo stack (represented by black square box comprising of 5 capacitors)
is fixed to the titanium cage and the other face is in contact with smooth
sapphire surface. A zoom in to the capacitor stack is shown next to the
plot of drive signal (Vdrive) versus time (t) for region I of drive signal with
direction of applied electric field ( ~E) and polarization/poling direction of the
piezo material ( ~P ) in between the capacitor plates labeled. In other sections
of the drive signal, direction of ~E changes in the diagram which will decide
the shear direction. (a) Piezo stack walking down with the application of a
positive sawtooth voltage drive. (b) Piezo stack walking up with the negative
sawtooth voltage drive.
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By applying a positive drive signal, outer titanium cage moves down with
respect to wedge(as shown in Fig. 4.5(a)) and the substrate is pulled down at
the two ends against the wedge at the center, which is kept fixed, thus resulting
in bending of the substrate. Fig. 4.4(c) shows the substrate bend with strain
setup II. The maximum distance outer titanium cage can move (∆z) at low
temperature is ∼ 2.5 mm to bend the substrate. The drive voltage from PMC
is increased from ± 180 V to ± 380 V to move the outer titanium cage from
∆z = 0 to 2.5 mm in order to bend the substrate at low temperature.

Optimising the pre-loader for minimum driving voltage

As shown in Fig. 4.3 or Fig. 4.4, the preloader with one shear piezo stack glued
to it presses on to the smooth surafce of central sapphire rod. The force with
which it presses on to the central rod is decided by the three screws(as seen in
Fig. 4.4) on the preloader which is screwed to the outer titanium cage. The
single screw on the right side of the pre-loader is used to fix it to the outter
titanium cage and the two screws on the left can be used to adjust how hard
or soft the pre-loader is pressed to the sapphire rod. The more tighter the
screws on the left side, it requires a higher peak voltage of sawtooth signal
to make the shear piezo stack to start the walking motion. But on the other
extreme, if it is too loose there won’t be good enough contact of piezo walkers
to the sapphire rod to make the walking motion. Therefore, the two screws
are adjusted in a way to minimize the peak voltage of the sawtooth signal
required to drive the piezo walkers.

4.4.4 Dimensions of substrate used in strain setup II

The substrate material (phosphor bronze) used and processes involved in its
preparation are same as described in subsec. 3.2.1. The dimensions of the
new setup and the force that the piezo walkers could deliver to bend the the
substrate lead to changes in dimesnions of the substrate to be used compared
to that in strain setup I. This section will breifly describe the key factors that
went into deciding the substrate dimension for the devices to be fabricated for
strain setup II.

In strain setup I, substrate is 0.3 mm thick and the initial bending tests
in strain setup II were carried out with this 0.3 mm thick substrate. From
Fig. 4.6, the 0.3 mm thick substrate requires drive voltage higher than ±165
V to bend by the same amount as 0.2 mm thick substrate bend with ±74 V at
room temperature. The drive voltage is supplied by Piezo Motor Controller
(PMC), discussed in subsec. 4.4.3. The strain experiments to be carried out
is at low temperature, 1.6 K. The shear piezo electric deformation coefficient
(d15) decreases with temperature [99] and thus the voltage to be applied to
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piezo walkers to bend the substrate by the same amount as at room tempera-
ture will be higher. From the bending test at low temperature, 0.2 mm thick
substrate starts to bend at ±180 V and to achieve a bending of 1.6 mm the
voltage needs to be increased to ±250 V. So for 0.2 mm thick substrate,the
voltage required at low temperature is 2.5-3 times that at room temperature.
Thus for 0.3 mm thick substrate, the voltage required at low temeprature to
initiate the bending will be closer to the limits of PMC, i.e.,±400 V and for
bending by 1.6 mm it will go beyond the voltage limits of PMC. The voltage
limits of PMC lead to the choice of thinner substrate. Also on considering
the safety of fabricated samples, the objective is to keep the drive voltage as
minimum as possible.

Figure 4.6 Bending test at room temperature. (a) 0.2 mm thick sub-
strate bend with Vp = ±74 V delivered from PMC. (b) 0.3 mm thick substrate
bend with Vp = ±165 V.

But the choice of thinner substrate will also have an impact on the strain gen-
erated in the device junction as it depends on the substrate thickness,Eq. 2.64.
Also, thinner substrate can get bend in the fabrication process easily, making
it not ideal for strain experiments. Based on all these considerations 0.2 mm
thick substrate is taken as the best choice over 0.3 mm for strain setup II.

The length of the substrate needs to be increased from 24 mm(used in strain
setup I) to 28.45 mm so that electrical clamps connected to the substrate are
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spaced adequately for the objective lens to be brought in focus on the device
junction,as illustrated in Fig. 4.7(a),(b). The width of the substrate is 10 mm
so that it perfectly fits the length of mechanical clamps(Fig. 4.4(a)) on the
outer titanium cage.

Figure 4.7 (a) The electrical clamps fixed at the left and right end of the
substrate should be spaced by a distance of nearly the diameter of objective.
This is to ensure that objective will not hit the clamps when the sample/laser
spot is focussed. The black dotted circle is the cross section of objective lens.
The left image shows device substrate for strain setup I, contact clamps should
be at the position of pressed indium pieces but the objective diameter size being
large requires the clamps to be spaced out. Thus the devices designed for
strain setup I will not fit in strain setup II. The right image shows the newly
designed device susbtrate for strain setup II with contact pad positions(red
dotted rectangles) outside the objective lens cross section. (b) The thickness
of electrical clamp should be designed as thin as possible. The clamps used in
strain setup I is thicker and will not go with strain setup II. The upper part of
clamp should be designed less than 3mm thick as objective can hit the clamp
when it is brought to focus on the substrate.

4.4.5 Integrating strain setup II to attocube system
The bottom spacer (10 mm) and attocube sample stage (6 mm) is removed
from the attocube piezo stack. Then the whole attocube piezo stack required
to be turned 90◦ so that the screw holes on the bottom z positioner piezo stack
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matches with those on base circular electronic plate of attocube piezo stack.
A thin spacer of 3 mm is screwed at the top of x,y,z scanner and on top of that
the strain setup is mounted. First the central sapphire rod part is fixed to
the thin spacer and then the assembled outer titanium cage with pre-loader is
fixed around the sapphire rod by tightening the screws on the pre-loader. An
important reminder to be kept in mind, the face of capacitor piezo stack should
make contact with smooth sapphire surface for the proper walking motion of
piezo stacks. Fig. 4.8 shows the whole piezo stack of the attodry2100 system
before and after adding the strain setup. Now the integrated system can be
loaded into the bottom part of dipstick, as shown in Fig. 4.2

Figure 4.8 Integration of strain setup II to attocube setup. The
attocube piezo stack, comprising of positioner and scanner piezo along with a
10 mm high bottom spacer and 6 mm high sample stage is shown in the left
image. The image on right side shows the attocube piezo stack with the home
built strain setup II integrated to it. The steps involved replacing bottom
spacer and sample stage in attocube piezo stack followed by adding strain
setup to the attocube piezo stack.
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4.5 Electrical connection to samples in strain setup II

The technique of contacting the nanofabricated contact pads in the device
substrate is slightly improvised in strain setup II. The old technique of putting
small indium pieces on the contact pads and further pressing with the clamps(as
discussed in subsec. 3.2.3) is replaced by a PCB clamp with indium balls pre-
soldered on it. This allows direct clamping of it on to the device substrate by
screwing with the counterpart. This section describes the design and fabri-
cation of the electrical clamps, a vital component to carry out the transport
measurements as wire bonding doesn’t work in these devices (discussed in
subsec. 3.2.3).

4.5.1 Design and material for electrical clamp

The electrical clamp is made out of a PCB. The PCB5 used for the design
of electrical clamp should be thick enough so that it will not bend much at
the middle when the two ends of it are screwed to its counterpart with the
substrate in between and also not too thick to hit the objective when it is
brought in to focus on the sample (this issue is shown in Fig. 4.7(b)). These
constraints had to be taken into account for the design for electrical clamp.
The design of the electrical clamp is shown in Fig. 4.9, one side with round gold
pads and the other side with rectangular gold pads. The round gold pads make
a via contact through copper to the rectangular gold pads on the other side of
the PCB. The position of the round gold pads are fixed with the design of the
nanofabricated contact pads on the substrate. Indium solder of equal amount
is put on the round gold pads, which makes contact to the gold contact pads
on the substrate. The technique and materials involved in making equal-sized
indium solder balls on the PCB electrical clamp is described in the following:

Indium pre-soldering on the electrical clamp

The steps and tricks involved in it are the following:
(a) The whole PCB with 10 electrical clamps is taken to the soldering station
while we ensure that it is kept on a fairly clean surface. (b) The indium
solder ball is soldered on the round gold pads (in left of Fig. 3.5a) one by
one. The solder wire is 99.99% pure indium(In100), which is soft. (c) The
round gold pad is composed of chemical gold. The indium solder will not
adhere to the chemical gold without the required flux. The indium wire used
doesn’t have any flux in its core. (d) The flux we use is SMD291, a bit of flux
is put over the round gold pads first and then the solder is put by initially

5The design for the clamp is made in collaboration with electronics workshop in the
Physics department. PCB with this specific design is manufactured by multi-cb
printed circui boardsin Germany
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heating the round gold pads. (e) The temperature of the soldering unit is
maintained around 320◦ C. The flux helps the indium to spread on to the
round gold pad and provides the surface tension. In the first round, small
amount of indium solder is placed on the round gold pads, and the second
round is used to give a fine finishing touch to the solder balls to ensure equal
height within each of the electrical clamp. This is to ensure it makes uniform
contact when its further used in next step to electrically clamp the fabricated
device. (f) The flux residues left on the whole PCB needs to be cleaned.
The chemical solution called fluxclene, a fast drying solvent (PCB cleaning
solution), is used initially to brush the flux residue out, followed by a wash in
ethanol or IPA , then drying with compressed air. (g) The next step is to cut
the 10 electrical clamps out of the whole PCB. This is done in the mechanical
workshop using a vertical cutting tool. The PCB is mounted on a metal block
holder for clamping in the cutting setup. The sharp tip of the machine can
be programmed to move in x,y,z directions and thus it moves over the PCB
and makes the vertical cuts at defined positions of the electrical clamp. The
instrument used is FEHLMANN-Picomax 60M from the mechanical workshop
in the department, shown in Fig. 4.10.

Figure 4.9 Electrical clamping. (a) PCB with printed clamps, the two
square images shows the two sides of the PCB board. The round gold pads
are via connected to the rectangle gold pads. Indium solder balls are soldered
on top of the round gold pads of the clamp, and further the PCB is cut to get
individual clamp pieces as shown in rightmost image of Fig. 4.9(a) . These
indium on pcb is pressed to the contact pads on the device substrate and the
clamps are fixed by screwing it to the counterpart. (b) Fabricated device after
electrical clamping. The pins further make the connection to electrical lines
in dipstick and from there to the measurement electronics.

The connector pins are soldered to the rectangular gold pads on the electrical
clamp, which can then be plugged into the socket in the dipstick to establish
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connections with the measurement electronics. In the other direction, the
contact pads on the substrate are connected to the devices through on-chip
metallic lines. The electrical clamps desgined are shown in Fig. 4.9. Since the
setup has 12 lines for electrical mesurements, thus 12 electrical contacts are
available for device junctions to be designed, including the gate electrodes.

Figure 4.10 Mechanical cutting tool to cut out the electrical clamps. The
coordinates from the design file for the pcb board with electrical clamps can
be loaded in this system and the cutting procedure is automated.

4.6 Isolating high voltage piezo driving signal from the
electrical lines to sample

In the initial measurements with strain setup II, the devices fabricated were
not successfull to finish a strain cycle as the device exploded. The blow up
happens when the shear piezo is driven to bend the substrate. The sample
junctions are kept grounded while driving the shear piezo stack. Thus a so-
lution to this problem is necessary for successfull measurement in the setup.
The sample lines are grounded through breakoutbox to the main ground of
the cryostat.

Possibilities for electrical damage to the device

Some of the issues observed which can be a possible reason for the electri-
cal explosion of device are as follows :
(a) Absence of better shielding of the high voltage lines to the piezo walkers,
starting from the top fischer connector to the strain setup towards the bottom
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of dipstick.
(b) Absence of better shielding of the components in the strain setup around
the region where substrate is mounted.

(c) The thermalising unit(see Fig. 4.11) of three cylindrical copper pieces were
not grounded, where all the electrical lines are wound around these copper
pieces for thermalisation.

(d) The bottom cylindrical cage holding the whole attocube piezo stack was
isolted from ground by design of the attocube system.

Shielding and Grounding required for strain setup II

(a) Piezo motor controller (PMC) delivers the sawtooth voltage signal to piezo
walkers. The two lines from the PMC continue along the dipstick to the piezo
walkers via the connection through fischer cable at the top of dipstick. One
line is ground and other carries the sawtooth voltage signal. These high volt-
age lines to the piezo walkers are replaced from the insulated copper cables to
flexible coaxial cable for achieving better shielding. The inner line of coaxial
cable carries the sawtooth voltage signal and the outer shield is the ground line.

(b) The components of the strain setup including the outter titanium cage,
central wedge are grounded.

(c) The thermalising unit (see Fig. 4.11) of three cylindrical copper pieces are
further grounded to minmize the coupling between the electrical lines to sam-
ple and high voltage lines. Also, bottom cylindrical cage (shown in Fig. 4.2(a))
holding the the whole attocube piezo stack is grounded.

(d) In Fig. 4.3(b), the pins to the capacitor plates are shown and the ground
line is connected to the set of pins on the top side, so that pins corresponding
to the opposite plates of capacitors connected with the sawtooth signal are
away from the device. This is carried out to minimize the coupling between
piezo drive signal and electrical lines to the sample or directly to the sample.

(e) The ground of the electrical lines to the sample had to be changed from
the main ground of cryostat with that of the ground line from PMC. This
is an important step, as it helped to avoid the electrical explosion. During
the piezo drive of the walkers, it seems that ground to the sample lifts up in
potential and it can be that diferent electrical lines get lifted up in potential
slighlty different causing a voltage drop across the sample and resulting in the
explosion by driving large current. After choosing ground line of PMC as the
ground for sample, the issue seems to get resolved.
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Figure 4.11 Shielding, grounding in the setup. The image on left is
dipstick of the setup, the two red box regions are zoomed in to show the
coaxial cable to piezo walkers and the thermalisation unit in the dipstick. The
top image on right side : Blue dashed box shows the coaxial cable coming
from the Fischer connectors at the top of dipstick, further continues along
the dipstick to the piezo walkers towards the bottom of dipstick. The coaxial
cable that carries the high voltage lines to the piezo walkers in strain setup.
The bottom image on right side : The three copper pieces(marked with green
dashed box) are connected to ground to minimize the coupling between high
voltage lines and electical lines to the sample. The electrical wires that comes
from the fischer cables at the top of dipstick is wound around these three
copper pieces for thermalisation.
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4.7 Measuring the distance moved by outer titanium cage
(∆z) to bend/unbend the substrate

The distance moved by outer titanium cage with respect to central wedge
in strain setup II is represented by ∆z (equivalent to the distance moved
by central wedge to bend the substrate in strain setup I,Ch. 3). At room
temperature when the dispstick is outside, ∆z can be measured directly for
different bending of the substrate with the help of photographs for each state
of substrate bending, like in Fig. 4.4(b),(c). However once it is loaded inside
the fridge, ∆z cant’t be measured directly anymore. In order to measure ∆z
at low temperature,the idea is to implement a capacitor sensor in strain setup
II that tells how much distance outer titanium cage moved with respect to
central wedge. One of the capacitor plate is fixed to the outer titanium cage
and the other to the central wedge. Both the plates are isolated using teflon
tape from the electrically grounded outer titanium cage and central wedge.

4.7.1 Dependance of measured capacitance to ∆z
In this section we try to establish a way to read out ∆z from the capacitance
measured. Fig. 4.4(b) shows the capacitor plates,within the green dotted box
but not that clearly visible in the picture. If one carefully look it is also in
Fig. 4.4(c) in front of the wedge with a larger seperation distance between the
plates compared to that in Fig. 4.4(b).

A 1 V signal with a frequency (f) 10 kHz is applied to the capacitor plate
fixed at the central wedge and the current from the other plate is read out at
the lock-in amplifier using an I/V converter. The Y component of the lock-in
signal (Vy) is monitored with the bending as it is the capacitive signal with a
phase shift of 90◦, ideally with respect to the input voltage signal (Vap). In
the callibration carried out, phase shift of the signal measured in the lockin is
between 85-86◦. The gain (IVg) in the I/V converter used is 106 V/A. For the
optimised setting of the pre-loader, ∆z is measured at room temeprature with
help of photographs taken at each bending step and the corresponding Vy in
lockin is recorded. The plot below shows capacitance(C) from the measured
capacitive current (Im) versus ∆z for two bending and unbending cycles at
room temperature.

C = Im
2πfVap

= Vy × IVg
2πfVapp

(4.1)

To determine ∆z at low temperature, we assume that at low temperature
the change in Vy for the same ∆z remains constant. But there will be an
offset in the Vy with the temperature change and environment change once
when the dipstick is placed inside the fridge. So subtracting this offset from
the room temperature callibration curve of C versus ∆z gives the one at low
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temperature. As the substrate is bend, the capacitor plate attached to outer
titanium cage moves down along with it and the distance increases between the
plates (the plate atatched central wedge reamins at the same position). This
leads to decrease in capacitance with increase in ∆z, as shown in Fig. 4.12.
Thus, monitoring the capacitance (C) with bending at low temperature, an
estimate for the ∆z can be made. Apart from knowing ∆z, it is important to

Figure 4.12 Capacitance(C) versus ∆z. Plot of capacitance(C) calculated
with Im using Eq. 4.1 versus ∆z (bending distance) measured for two complete
bending cycles at room temperature outside the cryostat from the capacitor
sensor.

know whether the bending process occurs at low temperature because there
is no other way to detect it. Thus, the capacitor sensor implemented is very
useful tool to monitor ∆z and whether the strain setup itself is working or not
at low temperature.

4.8 Mathematical form for the bending achieved in the setup

This section discusses the bending profile obtained in strain setup II for the
substrate by looking at the best fit polynomial that can describe the profile.

By knowing the bending curvature of the substrate, one can estimate the ten-
sile strain on the top surface of the substrate. With the help of photographs
of the bend substrate, polynomial form for the bending profile of the substrate
can be deduced. The midline points along the thickness (points at the middle
of substrate along the thickness direction) of substrate is used as the data
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points to extract the form of bending through polynomial fit. The bending
profile from the fit as shown in Fig. 4.13 with quadratic(wq), cubic(wc) and
biquadratic(wbq) polynomials are:

wq(x) = −0.05314x2 − 0.00021x+ 3.05062 (4.2)
wc(x) = 0.00009x3 − 0.05314x2 − 0.00138x+ 3.05032 (4.3)

wbq(x) = 0.00082x4 + 0.00007x3 − 0.06803x2 − 0.00096x+ 3.14867 (4.4)

Figure 4.13 Polynomial form for bending of substrate. (a) Sub-
strate bend under freely clamped boundary condition at either ends. The
blue marked points tracks the midline along the thickness of substrate.
(b) Polynomial fit through the midline points using quadratic(orange solid
line),cubic(green dashed line),biquadratic(fourth power polynomial,blue solid
line) functions. It looks like all the three forms well describe the bending pro-
file but that’s not the case. (c) Zoom in to the right side of the polynomial
bending fit in Fig.(b). Its clear that biquadratic polynomial function follows
the bending profile better compared to cubic and quadratic functions.

From Fig. 4.13(c), the biquadratic (fourth order) polynomial provides the best
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fit compared to cubic and quadratic, in tracing the bending profile especially
towards the clamping region where the slope of the bend substrate is not fol-
lowed by cubic and quadratic polynomial forms. Ideally, the bending should be
symmetric about the central wedge but the odd power terms in the polynomial
fit indicates the asymmetry. The asymmetric terms are very small as can be
seen in Eq. 4.4. The constant term in each of the polynomial form indicates
the maximum bending deflection at the center, measured from the vertical
position of the end of substrate. But in the equation for bending of plates,
the maximum deflection is the height measured from the point of clamping.
Taking this to consideration, the maximum bending deflection at the center
in Fig. 4.13 is ∼ 2.84 mm.

The bending profile derived in subsec. 2.4.3 considered load in the form of
delta function at the either end of substrate with simply supported boundary
condition. The bending profile with this load distribution is cubic polynomial.
But from the fit fourth order polynomial is better in describing the bending
profile in the setup compared to the cubic. In all the polynomial forms from
the fit as well as the one derived in Eq. 2.86 qudratic term are atleast two
order of magnitude larger than cubic or fourth order term.

4.8.1 Estimate of tensile strain on top surface of substrate
The tensile strain along x direction as given in Eq. 2.64,

εxx = −z∂
2w
∂2x (4.5)

For the top surface of the substrate z = h/2 where h is the thickness of sub-
strate. A comparison can be made between the the tensile strain estimated
from : (i) biquadratic polynomial fit(subsec. 4.8) and (ii) the cubic polynomial
derived in subsec. 2.4.4. At the center of substrate, x= 0 :
(i) Using biquadratic polynomial fit, Eq. 4.4 : εxx = -h/2×(-0.06803) ∼ 0.68%
tensile strain.
(ii) Using Eq. 2.86, εxx = 12hwmax/2L2 ∼ 0.53% tensile strain for wmax =
2.84 mm , L is the length of substrate between the mechanical clamps(= 24
mm)

Both estimates show that the tensile strain at the top of substrate from the
maximum bending in strain setup II is less than 1%. The tensile strain at the
top of the substrate is transferred to the edge contacted device junction. On
top of the phosphor bronze substrate lies a layer of polyimide polymer (∼ 5
µm thick) and further gold contact pads. The amount of strain transferred
from substrate to the polyimide layer is not known, but deducing the strain in
graphene device junction using Raman spectroscopy gives an idea about how
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Figure 4.14 Bending profile after complete integration of setup in
the attocube system. (a) Bending of substrate after fully integrating to
the attocube system with electrical contacts on the substrate.(b) Fitting the
bending to different polynomial types : quadratic(red solid line), cubic(violet
dashed line), biquadratic(green solid line). (c) Zoom in to the right side of the
bend substrate. The presence of electrical contact clamps didn’t made a big
change as the biquadratic polynomial still describes bending profile the best.
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4 Strain setup II : strain setup with combination of optics and electrical
transport

much fraction of the strain could be transferred from the substrate to edge
contacted graphene junction. The strain attained in the graphene junction
will be discussed in coming section, subsec. 4.9.1.

4.9 Strain Characterization in graphene device junction with
strain setup II

This section demonstrates strain characterization in edge contacted graphene
device with strain setup II at low temperature (1.6 K).

As mentioned in subsec. 2.5.3, tunable tensile strain in these devices are char-
acterised using saptial Raman mapping of peak position of 2D (ω2D) raman
band in graphene. Fig. 4.15(a) shows the spatial map of ω2D for different
bending distance(∆z) in a square shaped device junction at low temperature
(1.6 K). As ∆z increases, the spatial map turns to darker side of colorbar in-
dicating red shift of ω2D. The red shift in ω2D indicates the increase of tensile
strain in graphene in the device junction, also shown previously in Ref. [25]
for edge contacted device junctions. The mechanics happening here is that
upon bending the substrate, the edge contact pulls on either end of the device
junction and results in the tensile strain. At ∆z = 0 mm in Fig. 4.15(a), the
variations in ω2D is clearly visible which can be a result of in built strain vari-
ation from stacking or a different dopant concentration [100].

The shift of spatial average of ω2D(ω̄2D) with ∆z is used as a measure to quan-
tify the tensile strain(ε) using ∂ω̄2D

∂ε
= -54 cm−1/% strain [74]. Fig. 4.15(b)

shows two sets of plots : (i) left axis : ω̄2D versus ∆z (ii) right axis : ε versus
∆z , for unbending and bending cycle. The shift in ω̄2D with ∆z seems linear ,
also reversible in bending and unbending cycles. The mismatch of reversibility
in unbending and bending cycle is around ∼ 0.9 rel.cm−1 for ∆z < 1.3 mm
and towards higher ∆z > 1.3 mm the mismatch reduces to 0.5-0.6 rel.cm−1 , it
can be due to the hysteresis in the bending setup or at the edge contacts in the
bending and unbending cycles . The spectrometer resolution comes around ∼
0.3-0.5 rel.cm−1. The blue dotted line in Fig. 4.15(b) is the linear fit to ε ver-
sus ∆z in the unbending and bending cycles. The magnitude of slopes in the
two cycles are 0.057%/mm and 0.051%/mm, thus on an average by bending
the susbtrate 1 mm generates a tensile strain of 0.054% in the graphene device
junction. The maximum strain attained in rectangular/square device junction
is around ∼ 0.14% for ∆z = 2.5 mm in strain setup II.
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Figure 4.15 Spatial Raman mapping in square device geometry (a)
Optical image of the two terminal square device junction (b) Saptial map of
ω2D for different ∆z. The yellow dotted line marks the boundary of device
junction. Higher ∆z results in red shift of ω2D and the map changes towards
darker side of color scale. (c) Left axis :Spatial average of ω2D(ω̄2D) versus
∆z for unbending and bending cycle. The blue dotted line is a linear fit to
the plot. Right axis : Estimated tunable strain(ε) versus ∆z using ∂ω2D

∂ε
=

-54 cm−1/%. The green dotted lines are linear fit to ε for the unbending and
bending cycle.
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4 Strain setup II : strain setup with combination of optics and electrical
transport

4.9.1 Estimate for the strain transffered from substrate to graphene
device

In sub sec. 4.8.1 an estimate for the upper limit of tensile strain in the top
surface of substrate is discussed and for ∆z = 2.5 mm its in the range of
0.48 - 0.6 %. This is under the assumption that midplane of substrate is not
under stress and strain but towards large bending distance this assumption
breaksdown. The maximum strain attained in graphene device junction is ∼
0.14 % for ∆z = 2.5 mm in strain setup II from above. This gives a lower limit
of around one-fourth of the tensile strain transferred from the top of substrate
to graphene device junction. It can also be possible that part of the strain
is relaxed in the polyimide layer in between the top surface of substrate and
edge contacts.

4.10 Summary

In conclusion,the design and integration of strain setup for cryogenic tem-
perature based on piezo walkers is demonstrated. Shielding the electric lines
to device from the high voltage lines to the piezo walkers as well as provid-
ing a proper ground to the sample during when piezo walkers are actuated are
important for the safety of the sample in such sytem. The sucessful implemen-
tation of a capacitor sensor using metal plates to estimate ∆z (the bending
distance) at low temperature is further demonstrated. Not only as a sensor
but it is also a necessity in such systems to know whether the bending itself
is working at low temperature as no other gauge is present in system. Based
on the bending profile obtained from the setup and the strain characterised
with Raman spectroscopy in graphene junction shows that upto a lower limit
of one-fourth of the strain is transferred from substrate to the device. The
maximum strain obtained in the graphene device junction is ∼ 0.14%. It is
also possible that part of the strain from the top surface of substrate get re-
laxed in the polyimide layer in between the substrate and the edge contacted
device junction.

The setup built combines optics, charge carrier transport and strain engineer-
ing at cryogenic temperature with a high magnetic field upto 9 T. The param-
eter set one has in such a setup is large giving options to explore wide range
of properties of a material. The requirement of high voltage to drive (±380
V) the piezo walkers at low temperature is a drawback of strain setup with
such a design. The strain setup design can be further optimised to reduce the
requirement of high drive voltage by including more shear piezo stack/walker
units so that the mechanical load to bend the substrate is shared by more
piezo stacks. The distance outer titanium cage can move(∆z) is limited to ∼
2.5 mm by the availability of space in the attocube system for the strain setup.
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4.10 Summary

As the edge contacts to the graphene junction didn’t break even after bending
by ∆z = 2.5 mm at low temperature, so it is possible to generate more strain
in such a setup by bending more but we are limited by the space. How one
can generate more strain for same ∆z will be discussed in Ch. 8.
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5 Strain effects on edge contact
characteristics

In this chapter we investigate in some detail how our bending experiments af-
fect the edge contact1 characterisitcs of encapsulated graphene devices. These
effects are probably not due to the strain in graphene, but some changes in
the edge contact, like bond lengths, energy alignment of states near the con-
tacts. The edge contact to the device serves the two roles of transmitting
charge carriers into the graphene junction region and of transmitting the me-
chanical force that generates strain in the graphene. For too large strain,
metal-graphene contact interface breaks up mechanically, which also breaks
the electrical contact. For tensile strain values below this breaking limit, two
terminal conductance increases with increasing strain. In general in our strain
experiments we measure a two terminal differential conductance either in a
two or four terminal geometry. While we believe that the latter is only sen-
sitive to the bulk and edge properties between the voltage probes, we find
that the two-terminal experiments also contain the contact resistances of the
involved contacts, so that they can be used to investigate the contact char-
acteristics when under a mechanical deformation - similar to break-junction
experiments [5, 6]. As we show at the start of this chapter, the contact resis-
tance as read off from the large gate voltage limit, decreases with increasing
strain, an effect that is found in the two-terminal experiments. We then use
two different models to extract the contact characteristics, one in which we
assume a ballistic graphene layer, and one in the diffusive limit. Both mod-
els show consistently that the transmission between the reservoirs and the
graphene increases with increasing strain, a finding that is rather unintuitive,
so that we can only speculate about the reason.

1Schematic of a cross section of hBN encapsulated graphene with edge contacts exerting
force at the interface.
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5 Strain tuning edge contact

5.1 Introduction

The technique of edge contacting the graphene results in lower contact resis-
tances [33, 101, 102]. The graphene is edge contacted with Cr/Au which seems
to be the best metal for edge contacting graphene [33]. The edge contacts(Cr
atoms) in graphene form σ bond with C atoms whereas surface contact over-
laps with the pz orbital resulting in a weaker van der Waals type interaction.
Tensile strain has been shown to improve the mobility in graphene by reducing
the strain fluctuations in samples of low mobility [53]. In addition to strain
changing the channel properties, it can also change the metal-graphene contact
properties. In the extreme case, higher tensile strain will lead to mechanical
failure of contacts. We believe that in this mechanical breaking, the chemical
bonds get significally elongated, with a corresponding reduction in the wave-
function overlap and a strong reduction of the conductance. This is the regime
that is easily understood intuitively. Here we aim to investigate effects in the
contact characteristics before the mechanical breakdown.

This chapter discusses the effect of bending the substrate on the electrical
contact characteristics. It is followed by a brief discussion on the possible
mechanism for the increase in two terminal conductance with strain before
the breaking limit of metal-graphene junction.

5.2 Conductance change with bending

The changes observed in two terminal differential conductance (G2t) of graphene
junction with back gate voltage (Vbg) for different ∆z (distance moved by
wedge to bend the substrate, illustrated in Fig. 3.8) will be discussed in this
section. The edge contacted graphene is strained with bending of substrate
as discussed in Ch. 3. From Eq. 2.31, the total conductance of the two termi-
nal device junction saturate to a value fixed by the contact resistance towards
higher carrier density (n). The two terminal differential conductance measure-
ments carried out in a square shaped junction (Device1) will be discussed in
the following.

5.2.1 Device 1
In this device graphene junction is 3 µm by 3 µm in size. Fig. 5.1 shows the
plot of G2t versus Vbg for different ∆z with a bending step size of 0.4 mm.
The linear part of the curve around the charge neutrality point(CNP) appears
identical on this scale, though there are changes that we discuss in Ch. 6 and
we attribute the development of a scalar potential with strain. However, in
Fig. 5.1 we find large changes with strain at large carrier densities, a regime in
which resistance is typically dominated by the contact resistance, here roughly
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5.2 Conductance change with bending

from |Vbg| ∼ 1 V . The inital part of the curve around CNP will be further
analysed in the upcoming section to extract the field effect mobility. The dip
feature in the hole side at Vbg ∼ -1.3 V vanishes with tensile strain (εxx) and
is reproducible in strain, can be seen in the straining and unstraining cycle
in Fig. 5.1(a),(b). This latter effect we tentatively attribute to local strain
fluctuations which might result in a different offset doping and can be tunable
with strain. The effect observed from |Vbg| ≥ 1 V seems independent of this
feature.
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Figure 5.1 G2t versus Vbg for different ∆z. (a) G2t versus Vbg mea-
surement of straining cycle(bending) in Devcie 1. The inset shows the opti-
cal image of device junction with hBN encapsulated graphene channel which
is edge contacted at the source and drain contacts. Towards higher gate
voltage,G2t increases with ∆z. (b) G2t versus Vbg measurement of unstraining
cycle(unbending) in Device 1.

The G2t shows 20-30% increase at higher Vbg with bending distance (∆z) of
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5 Strain tuning edge contact

around 1.2 mm. The change in G2t with ∆z is reversible as can be seen
in both straining and unstraining cycle (Fig. 5.1(a),(b)). On comparing the
straining and unstraining cycle, the change in G2t between ∆z = 0 and ∆z
= 1.2 mm is similar within 1-2% change. In Fig. 5.1(a),(b) at intermediate
bending steps it can be seen that the curves corresponding to same ∆z in the
bending and unbending cycle differ from each other and can be due to the
mechanical hysteresis at the edge contact or the hysteresis with the bending
of substrate.

Mechanical breaking of Graphene-metal contact

Beyond a certain bending distance, the forces on the edge contacts results in
mechanical failure, which we characterised seperately in Raman experiments,
in which a sudden relaxation to the unstrained Raman signal occured [91]. In
another strain cycle of measurement in Device 1 shown in Fig. 5.2, the device
junction upon bending by ∆z = 1.8 mm lead to suppression in conductance at
Vbg > 1 V compared to the curve at ∆z = 1.6 mm. Further at ∆z = 2 mm the
device junction stopped conducting. The initial suppression in conductance
at ∆z = 1.8 mm can be an indication that the metal-graphene bond started
to slip, with the precursor of a reduced conductance even before the device
failure and followed by the complete mechanical breaking of metal-graphene
junction at ∆z = 2 mm. We believe that in this mechanical breaking up, the
chemical bonds get significally elongated, with a corresponding reduction in
the wavefunction overlap and a strong reduction of the conductance. This
is the regime that is easily understood intuitively. However, this regime is
rather hard to stabilize in the experiments and larger hysteresis occur. In the
following, we will only investigate clearly smaller bending and strain values to
avoid such problems.

Comparing two terminal and four terminal differential conductance

The change observed in Device 1 towards higher gate voltage, we consider it
an effect from the edge contacts. Device 1 is a two terminal junction, so we
cannot compare it to the four terminal measurement in the same device to see
whether it’s really an effect from metal-graphene edge contact. Fig. 5.3(a),(b)
compares the two terminal and four terminal differential conductance in a
bilayer graphene (BLG) hall bar device. The inset of Fig. 5.3(a) shows the
optical image of the device. The two terminal conductance is measured by
passing a current from contact 1 to 4 and measuring voltage between contact
1 and 4. The four terminal conductance is measured by passing a current from
contact 1 to 4 and measuring voltage between contact 2 and 3. Eventhough
BLG is different from single layer graphene in terms of bandstructure, towards
higher carrier density the two terminal differential conductance saturates to
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Figure 5.2 Mechanical breaking of edge contact at higher ∆z. At
∆z larger than 1.6 mm the contacts started to become more resistive ,most
probably from the start of slipping of edge contacts and at ∆z = 2 mm the
contacts have mechanically detached.

the value of contact resistance. In Fig. 5.3(a), towards higher gate voltage
there is an increase in two terminal conductance with ∆z, a similar effect
observed in Device 1. In four terminal measurement, shown in Fig. 5.3(b),
most of the curves almost overlapp each other but few show changes which are
not monotonic in ∆z. The black curve at ∆z = 0 almost lie on top of red curve
at ∆z = 1 mm. Thus it seems the changes observed at higher gate voltage in
two terminal measurements is related to the effect of strain on source/drain
metal - BLG edge contact than in the bulk of BLG. So we consider the effect
at higher gate voltage with ∆z to be also the same in graphene.
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Figure 5.3 Comparison of four terminal and two terminal mesure-
ment in a bilayer graphene hall bar device.(a) Two terminal differential
conductance versus back gate voltage(Vbg) in bilayer graphene hall bar device.
The inset shows the optical image of the device. (b) Four terminal differential
conductance versus back gate voltage(Vbg) in bilayer graphene hall bar device.

88

5



5.3 Modeling the conductance change

5.3 Modeling the conductance change

To understand the changes in G2t at higher Vbg, two models will be discussed
in the following based on diffusive and ballistic transport. The same proce-
dures in the model can be followed for the analysis of hole and electron side
of the G2t versus Vbg plot. For the following discussion electron side (Vbg >
0 V) of the measurement of Device 1 will be looked with diffusive and bal-
listic model. These two models describe transport in two different regimes,
account differently for low-density conductance, but make no difference for
large density. At last both models will result in a similar interpretation.

5.3.1 Diffusive model
The total resistance of two terminal graphene junction can be written as ,

Rtotal = Rgr +Rs (5.1)

Rtotal = 1/G2t (5.2)
Rs = RGr−M +Rline (5.3)

where G2t is the measurement data(plotted in Fig. 5.1(a)), Rgr is the graphene
channel resistance, Rs is the series resistance that includes the resistance from
graphene-metal contact resistance(RGr−M ) and the line resistance(Rline) of
the cryostat. The line resistance from the strain setup I is, Rline ≈ 380 Ω with
an uncertainity due to temperature gradient in the cryostat. In the diffusive
limit, the graphene conductance can be written as

Ggr =
√

(n2 + n2
0)eµ

αg
(5.4)

n = cg(Vbg − Vcnp), (5.5)
where n0 is the residual density, αg= L/W accounts for the device geome-
try, cg= C/A (Eq. 2.28) is the geometrical gate capacitance per unit area, µ
is the field effect mobility and Vcnp is charge neutrality point (CNP) in Vbg
axis at which G2t is minimum. In G2t versus Vbg curve in Fig. 5.1, the ini-
tial linear part of conductance around Vcnp indicates constant mobility from
Drude model of conductivity as discussed in subsec. 2.3.2. The conductance in
this linear regime is dominated by graphene channel as at low carrier density
graphene resistance is high.

The zoom in of the curve shown in Fig. 5.4(b),(c) shows the minimum conduc-
tance region exhibits conductance oscillations. The transport around the CNP
for n < n0 is dominated by charge puddles [50] and interpolated by the square
root expression. The oscillations can be an effect of scattering resonances from
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such disorderd potential energy landscape. The presence of conductance oscil-
lations around CNP makes the mobililty fit difficult as Eq. 5.4 doesn’t account
for it. In the following two methods used to estimate µ is discussed and further
can be used to make a comparison for the Rs obtained using µ extracted from
both methods.

Rs = Rtotal −Rgr (5.6)
In the diffusive model, a constant mobility independent of charge carrier den-
sity is assumed for graphene device junction.

Method 1

The fit for conductance around Vcnp with Eq. 5.4 is used to estimate µ and n0.
Fig. 5.4(b) shows the fit to the data at ∆z = 0 mm. The fit parameters µ and
n0 obtained for different ∆z is shown in Fig. 5.5. The Vcnp from the minimum
position of G2t in Vbg axis , shifts more to the negative Vbg with increasing ∆z
which can be attributed to the strain induced scalar potential and it will be
discussed in detail in Ch. 6.

Method 2

The presence of conductance oscillations at CNP makes the fit for µ difficult
with Eq. 5.4. So the region close to CNP but away from the oscillations is
chosen to make a linear fit to obtain µ.

G = cg(Vbg − Voff )eµ+Goffset (5.7)

where Goffset = 7.8 e2/h, is the offset in conductance above which the linear
fit is made with Eq. 5.7. The lever arm of the device junction, cg = 2.24 ×
1015 CV−1m−2. Fig. 5.4(c) shows the fit (green dashed line) to the linear
section above the region of oscillations, G2t > 7.8 e2/h. Voff is defined to be
the Vbg at which G2t is above the oscillaton region. The Voff lies around 0.022
V for all the curves within the range of ± 3 mV except for the curves at ∆z =
0.6 mm, 0.8 mm where Voff lies around 0.035 V. The electron density(n) at
these respective Voff is larger than the residual density from the electron-hole
puddles (n0), where n0 ∼ 1.35 × 1010cm−2(± 1× 109cm−2) from method 1.

Fig. 5.5(a) compares the mobility(µ) extracted from both the above meth-
ods and these two sets are used to obtain series resistance(Rs) using Eq. 5.6.
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Figure 5.4 Extracting field effect mobility (a) G2t versus Vbg for ∆z
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shown in the zoom in of the curve in brown dotted box. (b) Fit with method
1 discussed using Eq. 5.4. (c) Fit with method 2 using Eq. 5.4. The linear
part of the curve after the conductance oscillation is fitted for G2t > 7.8 e2/h.
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Figure 5.5 Fit parameters in the diffusive model (a) Plot compares
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method 1. The conductance oscillations around CNP makes the fit around it
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Figure 5.6 Series resistance,Rs (a) The series resistance(Rs) obtained with
Eq. 5.6. Rgr = 1/Ggr (Eq. 5.4) calculated for Vcnp < Vbg < 13 V with µ and n0
obtained from the fit around CNP in method 1. (b) The series resistance(Rs)
obtained with Eq. 5.6 using Rgr = 1/G (Eq. 5.7) with µ from fit in method 2.
Rgr is calculated for Voff < Vbg < 13 V with µ from the linear fit above Voff .
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5.3 Modeling the conductance change

Series resistance(Rs) from method 1 and method 2

The series resistance, Rs is obtained using Eq. 5.6, Rs = Rtotal - Rgr, where
Rtotal = 1/G2t (G2t is the measured data).

For method 1, Rgr = 1/Ggr (Eq. 5.4) is calculated for Vcnp < Vbg < 13 V
with µ and n0 obtained from the conductance fit around CNP in method
1(subsec. 5.3.1). For method 2, Rgr = 1/G (Eq. 5.7) is calculated for Voff <
Vbg < 13 V with µ obtained from linear fit in method 2.

Fig. 5.6 shows Rs versus Vbg from method 1 and method 2. In both the cases
Rs decreases towards higher Vbg. Also Rs decreases with ∆z. We find that we
need parameters to describe the curves reasonably accurately, so we introduce
dependence in the spirit of a Taylor expansion in Vbg of the initial properties.
On Taylor expanding Rs in Vbg for method 1 and method 2 described above
we get,

Rs = Rs0 + a · (Vbg − Vcnp) (for method1)
Rs = Rs0 + a · (Vbg − Voff ) (for method2)

(5.8)

where "a" is the coefficient of Taylor expansion for the dependance in Vbg, Vcnp
and Voff are offsets in Vbg which are taken correspondingly from method 1,
method 2 described above in subsec. 5.3, Rs0 is the intercept on the y-axis
in the plot. Fig. 5.7(a),(b) shows the linear fit to Rs using Eq. 5.8 for differ-
ent ∆z (distance moved by wedge to bend the substrate, illustrated in Fig. 3.8).

The inset of Fig. 5.7(c),(d) shows the comparison of Rs0 and "a" obtained
from method 1 and method 2. Rs0 decreases with ∆z as well as the magni-
tude of slope "a" decreases with ∆z. The decrease of slope a with ∆z implies
that series resistance becomes less dependent on Vbg. Upto ∆z = 1 mm, both
Rs0 and "a" show large change and for ∆z > 1 mm there is no significant
change in both parameters. This is captured by the plot of ∆Rs0 versus ∆z
and ∆a versus ∆z in Fig. 5.7(c),(d). The description for ∆Rs0, ∆a is given
below:

The change in Rs0, ∆Rs0 = Rs0(∆z) - Rs0(∆z = 1.6 mm) is plotted against
∆z in Fig. 5.7(c). It shows that change in Rs0 saturates towards ∆z > 1
mm. The change in a, ∆a = a(∆z) - a(∆z = 1.6 mm) is plotted against ∆z in
Fig. 5.7(d). It shows that the slope a saturates towards ∆z > 1 mm and the se-
ries resistance Rs becomes more independent of Vbg. The series resistance Rs,
described in subsec. 5.3.1 includes graphene-metal contact resistance(RGr−M )
and the line resistance(Rline) of the cryostat. Rline is ≈ 380 Ω, is a constant.
So the changes observed in Rs, we consider it to be in RGr−M .
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Figure 5.7 Linear fit to Rs. (a),(b) Rs obtained from both method 1 and
2 decreases with Vbg and is linear in the range 5 V < Vbg < 13 V. The dashed
lines on top of the curves are the corresponding linear fit to it. The solid lines
corresponds to the same data plotted in Fig. 5.6. (c) The inset shows intercept
(Rs0) of the fit along the axis of Rs plotted against ∆z. The change in Rs0
is plotted against ∆z where ∆Rs0 = Rs0(∆z) - Rs0(∆z = 1.6 mm). (d) The
inset shows the slope of the linear fit, "a" versus ∆z for both method 1 and 2.
The change in slope , ∆a is plotted against ∆z where ∆a = a(∆z) - a(∆z =
1.6 mm).
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5.3 Modeling the conductance change

Upon increasing ∆z, that is increasing strain in the device, RGr−M decreases
and also it becomes less dependent on Vbg. The change in RGr−M with strain
can be an effect on the chemical bonds at the metal-graphene interface but
not conclusive enough.

5.3.2 Ballistic model

The mean free path (lmfp) of the system with the mobility (µ) estimates from
diffusive model (subsec. 5.3.1) reaches around 0.5 µm at Vbg ∼ 2 V, using lmfp
= (~µ

√
nπ/e). The width of the junction in Device 1 is, W = 3 µm. Thus at

higher carrier density lmfp becomes more closer to W and the charge carriers
can exhibit ballistic transport in the device. In this section we introduce a
ballistic transport model to model the effect of ∆z (distance moved by wedge
to bend the substrate, illustrated in Fig. 3.8) on the two terminal differential
conductance (G2t).

In ballistic transport [103], transmission probability for a channel (T ) is the
factor that accounts for scattering or reflections occuring at contacts as the
channel itself have zero resistance as discussed in subsec. 2.3.3.

G2t = 1
1

Gbal
+Rline

(5.9)

where Rline is the line resistance of the cryostat, Rline ≈ 380 Ω.

Gbal = 4e2

h
T ·W ·M (5.10)

where M is the number of modes, given by M =
√
n/π and n is the charge

carrier density. Each mode is 4-fold degenerate from spin and valley degen-
eracy in graphene, discussed in Ch. 2. The conductance model discussed in
subsec. 2.3.3 for ballistic transport considering finite temperature in the reser-
voirs and the ballistic conductance from Eq. 5.10 gives same plot for Gbal
versus Vbg for a given transmission (T ), Tbath(temperature) = 4.2 K and W =
3 µm as shown in Fig. 2.4. The transport experiments are carried out at 4.2
K, so Eq. 5.10 is good enough to quantify the ballistic conductance at 4.2 K
for such wide junctions.

n = cg(Vbg − Voff ) (5.11)

where Voff is the same as used in Method 2 of diffusive model, W (= 3 µm) is
the geometrical width of junction and n is the charge carrier density.

In Eq. 5.9, T is the only fit parameter and the fit for G2t versus Vbg curve
is not good, as shown in Fig. 5.8(a). The fit doesn’t follow the slope of G2t in
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5 Strain tuning edge contact

Vbg, especially at higher Vbg (> 5 V). With introducing a gate voltage depen-
dent transmission: T = T0 + α(Vbg - Voff ), the ballistic model fit becomes
better with T0 and α as the fit parameters, see Fig. 5.8(b),(c). Ballistic model
fit fails at low carrier density in graphene as the model suggest an infinite slope
of the conductance curve around charge neutrality point(CNP). The conduc-
tance around CNP is more like in the diffusive regime where the ballistic model
doesnot fit well.

We perform such a fit for each curve seperately for a series of bending or
strain values, with two examples shown in Fig. 5.8. The fit parameters T0
and α obtained from the fit for each ∆z is plotted in Fig. 5.9(a),(b). The
line resistance of the cryostat, Rline ≈ 380 Ω. Also, plotted T0 and α from
the fit with Rline deviating about ≈ 380 Ω. But the dependance of T0 and
α on ∆z remains same eventhough the absolute value changes. T0 shows an
overall increase with ∆z except it slightly deviates around ∆z = 0.5 mm. The
gate voltage dependance of T , that is α increases initially with ∆z and further
saturates towards ∆z > 0.5 mm. So, T increases with ∆z which indicates the
transmission of carriers at the metal-graphene edge contact interface increase
with strain. The increase in transmission can be an effect of strain on the
bonds at the metal-graphene edge contact but not conclusive to avoid other
strain affects at the contacts that might be present.

96

5



5.3 Modeling the conductance change

0.0 2.5 5.0 7.5 10.0 12.5
0

10

20

30

40

50

Δz = 0.2 mm

0.0 2.5 5.0 7.5 10.0 12.5
0

10

20

30

40

50

G 2
t(e

2 /h
)

Δz = 1.6 mm

0.0 2.5 5.0 7.5 10.0 12.5
0

10

20

30

40

50

Δz = 1.6 mm

(a)

(b)

(c)

T0 = 0.25
α = 0

T0 = 0.218
α = 0.005 V-1

T0 = 0.184
α = 0.003 V-1

G 2
t(e

2 /h
)

G 2
t(e

2 /h
)

Vbg(V)

Vbg(V)

Vbg(V)

Figure 5.8 Fit with ballistic model.The solid lines are the data and the
dashed line on top is the fit curve. (a) Ballistic model fit using Eq. 5.9 with T
as the only fit parameter for the data at bending distance ∆z = 1.6 mm.(b)
Ballistic model fit with parameters T0 , α for the data at ∆z = 1.6 mm.(c)
Ballistic model fit with parameters T0 , α for the data at ∆z = 0.2 mm.
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Figure 5.9 Fit parameters in ballistic model. (a) T0 extracted for differ-
ent ∆z from the ballistic model fit shown in Fig. 5.8. The line resistance(Rline)
of the system from measurement is ∼ 380 Ω. T0 versus ∆z for slight deviations
from Rline is also plotted. (b) The factor for the gate voltage dependance of
transmission, α extracted from ballistic model fit for different ∆z. Also α
versus ∆z for slight deviations from Rline is plotted, the color of each curve
corresponds to the same Rline in (a).

5.4 Discussion

The increase in G2t with ∆z is accounted by decrease in contact resistance
(RGr−M ) in the diffusive transport model and by an increase in transmission
(T ) in the ballistic transport model. In this section we will look into the
effects strain can have on a graphene device junction and see if it can explain
the observations from the diffusive and ballsitic model.

5.4.1 Strain effect on geometry
Strain changes the lattice dimensions, thus length (L) and width (W ) of the
device depends on strain (ε). The effect of these geometrical changes in diffu-
sive and ballistic model will be discussed in this section.

In the diffusive model, geometric factor αg = L/W can change with ε. For ε
acting along the length of junction,

αg(ε) = L(1 + ε)
W(1− νε) (5.12)

where ν (=0.16) is Poisson ratio of graphene [104]. We extract the param-
eters in the diffusive model (data : yellow curve and fit : blue dotted line)
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for conductance data at ∆z = 0, see Fig. 5.10. The geometric factor, αg
corresponding to ε = 1% is calculated with above equation and along with
parameters obtained from the fit for conductance at ∆z = 0 is used to plot
the green dotted line curve, almost identical to data and fit at ∆z = 0. The
red curve is the data at ∆z = 1.6 mm, that is at a higher strain than at ∆z
= 0. This concludes that changes in αg doesn’t account for the change in
conductance observed upon increasing ∆z.
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Figure 5.10 Strain effect on geometry in the diffusive model. Con-
sidering 1% strain in the graphene junction, geometrical factor αg changes by
1.16%. The orange and red curve are the data at bending distance ∆z = 0 ,
1.6mm. The blue dotted curve is the fit to orange curve and the green dotted
curve is the fit function plotted with α(ε=1%). The change in αg alone doesn’t
bring the effect to reach the G2t versus Vbg curve at ∆z = 1.6mm.

In ballistic model, geometry of the junction enters via the width (W ) of the
junction (Eq. 5.9). Uniaxial tensile strain (ε) along the junction length can
decrease W : W(ε) = W(1-νε) as discussed in Eq. 5.12. But the effect due
to it is small and also the decrease in W with ε should decrease Gbal and
thereby the total G2t. So the increase in G2t with ∆z observed doesn’t seem
to orginate from geometrical change also in ballistic model.
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5.4.2 Strain effects at metal-graphene interface

There can be changes in graphene by strain, in the metal-graphene interface,
and in the metal. The changes in graphene with strain include change in
mobility(µ), geometry change, aslo the strain effects in graphene(discussed in
Ch. 2) : Fermi velocity anisotropy, scalar potential, magnetic vector potential.
Overall mobility didn’t changed much on comparing between ∆z = 0 and ∆z
= 1.6 mm (Fig. 5.5). The effect of strain on geometry also doesn’t lead to
an observable change in conductance as shown above. Also we are not in the
regime where bond elongation becomes very strong which might lead to plastic
deformations. This leaves us with metal-graphene interface.

Possibility of barriers at metal-graphene interface

In diffusive model, Rs shows dependance on Vbg, shown in Fig. 5.6. Also Vbg
dependant T makes the fit better in ballistic model, Fig. 5.8. The dependance
of Rs and T on Vbg can be an effect from :

(a) tunnel barrier between the graphene and metal Cr/Au forming the edge
contact [105]. In the process of fabricating edge contacts, mixture of CHF3
and O2 gas is used for plasma etching of hBN/Graphene stack which can lead
to edge contact to get terminations from O, F atoms [106].

(b) a potential barrier at the contact region can arise between graphene close
to contact and in the bulk [107]. The work function difference between Cr/Au
and graphene can lead to transfer of charge carriers at the interface to equil-
libriate the fermi level of the two system. The presence of such potential steps
can make conduction in electron and hole side asymmetric [108]. Asymmetry
in the conductance of electron and hole side observed in Device 1 (Fig. 5.1),
can be due to the existense of such potential barriers at the contact region.

Effect of strain on barriers at the metal-graphene interface

The effect of strain on such barriers can come through :

(a) From the effect of strain induced scalar potential, discussed in Ch. 2 (will
be discussed in detail in Ch. 6), might result in a change in the potential step
at the metal-graphene interface, which in turn might result in changes in the
contact resistance or transmission at the interface.

(b) Momentum mismatch along the interface of the barrier [39, 78] can also
control the transmission across the interface. Strain in graphene can result an
effective magnetic vector potential which can change the Fermi surface overlap
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between the graphene near the contact and in the channel, thereby can change
transmission [78].

Effect of strain on the chemical bonds at the interface

It can also be an effect from the chemistry of orbital overlap at the metal-
graphene interface. Increasing the bond distance between atoms at the inter-
face results in reduced orbital overlap. Beyond a certain distance from equi-
librium the transmission decreases exponentially, approaches a tunnel barrier
behaviour, reported in Ref. [105]. But we are far below the mechanical break
limit. Or it can be that with strain, states which were gapped at interface
before might come closer as strain decreases the interaction between atoms
and make available more states for tunneling or conduction at the interface
before the mechanical break limit. Effect of stretching bonds resulting in in-
creased coductivity observed in some break junction based devices is repored
in Ref. [109], based on the rearrangement of energy levels.

5.5 Summary

The effect of increase in two terminal conductance with bending is discussed.
The bending induced monotonic changes at higher gate voltage are present in
two terminal junction, absent in four terminal device junction implying the
changes are from the metal-graphene interface. Under the assumption of a
constant mobility independent of charge carrier density, the change observed
corresponds to the change in contact resitance in the diffusive transport model
or transmission of the Cr/Au-graphene interface in ballistic transport model.
The contact resistance decrease with bending in the diffusive transport model
whereas transmission increase with bending in the ballistic transport model.
Both model suggest less interface resistance with more bending. This is counter
intuitive, but we are far from the mechanical break limit of the interface, so
that other effects might dominate. We propose that changes in the graphene
potential are the dominant factor in this regime, possibly related to the scalar
potential, which might result in a change in the interface potential step. Alter-
natively, a momentum mismatch at a potential barrier can also lead to changes
in transmission. Can chemistry of the bonds at the interface play a role in
decreasing the interface resistance is still a question?. So,the exact mechanism
responsible for the effect is not known yet other than the speculations.

The effects related to metal-graphene interface appearing in two terminal mea-
surements only dominate at higher gate voltage and the effect of it at the low
gate voltage (around charge neutrality point (CNP)) features in conductance
can be neglected where the graphene or bilayer graphene channel conductance
play the dominant role. Also in four terminal measurements, bending induced
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effect on source/drain metal-graphene interface observed below the mechani-
cal break limit will not affect it as it probes the bulk of graphene or bilayer
graphene away from the source/drain contacts.
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6 Scalar potential

γ’
γ’1

γ’2

A
B    Uniaxial

tensile strain

γ’ γ’1 γ’2> >

This chapter discusses the scalar potential induced by strain in graphene and
similar effects observed in bilayer graphene. The scalar potential describes
the changes happening in the next nearest neighbour (nnn) hopping1 which
is equivalent to change in an on-site energy on the same sublattice because
nnn connects crystallographically equivalent sites. Further, we define scalar
potential constant (s0) that describes how much the energy of the system
decreases with a change in tensile strain. In principle this is a general effect of
strain and should also be observable in other crystal lattices. The first section
follows our published work [35] on the strain induced scalar potential in single
layer graphene. The next section discusses the similar related effects in bilayer
graphene.

1Schematic illustration of changes in next nearest neighbour hopping under uniaxial ten-
sile strain in graphene.
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6 Scalar potential

6.1 Introduction

Hopping parameters in the tight binding bandstructure calculations are sen-
sitive to bond distance between the atoms [36]. Upon straining the crystal
lattice in a controlled way can potentially control the hopping amplitude. In
graphene lattice, Fermi velocity (vf ) of charge carriers is directly related to
nearest neighbour hopping (γ0). Under uniaxial tensile strain, vf becomes
anisotropic [110]. In terms of the energy band structure it appears as an effect
of changing the fermi surface of graphene from circular to elliptical [111].

At the same time, next nearest neighbour hopping (γ ′) is also modified with
strain and the hopping is between the same sublattice type A-A, B-B. The new
dispersion relation with next nearst neighbour hopping included reads [43],

E±(~k) = 3γ′ − (9γ′a2

4 ± 3γ0a
2

8 sin(3θk))~2|k|2 ± ~vF|~k|, (6.1)

where θk = tan−1( kx
ky

), is the angle in momentum space. In addition, γ’ makes
the dispersion electron-hole asymmetric because at k = 0 it can be seen that
dirac point is shifted in energy by the term 3γ′. As γ′ reduces with tensile
strain, the dirac point downshifts as can be seen from Eq. 6.1. This shift is
reffered to as strain induced scalar potential and can be understood as a re-
duction in on-site energy of sublattice atoms.

Bilayer graphene (BLG) is an exciting system in which the interlayer inter-
actions play a important role in its band structure. The band structure is
parabolic at lower momenta values [40]. This results in charge carriers to have
mass in BLG which is absent in graphene. BLG can potentially be more sensi-
tive to strain due to the interlayer interaction, as the bandstructure is sensitive
to it. The effect of scalar potential should also be observable in BLG as it is
a general effect of strain acting on a lattice.

In this chapter we will discuss the effects of strain induced scalar potential
in graphene [35] and bilayer graphene followed by an estimate for scalar po-
tential constant in the two systems.

6.2 Strain induced scalar potential in graphene

This section presents the findings based on the measurements carried out in
two terminal graphene junction of square geometry under tensile strain. We
have published the results discussed in this section in Ref. [35]. The transport
measurements were carried out in strain setup I described in detail in Sec. 3.2.
The strain in this device is first characterised with bending setup for Raman
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6.2 Strain induced scalar potential in graphene

spectroscopy (subsec. 3.2.2) at room temeprature. More on the details of the
spatial Raman mapping on graphene device junction is discussed in Ch. 8.
The strain callibration with the distance moved by wedge to bend the sub-
strate (∆z) for the device is shown in Fig. 6.1. The bending of the substrate is
schematically illustrated in Fig. 3.8 with ∆z labelled. Increasing ∆z will lead
to increase in average tensile strain (ε̄) over the junction. Upon bending the
substrate by ∆z = 1 mm resulted in a redshift of 14.2 rel.cm−1 of the aver-
age 2D Raman peak position (ω̄2D) over the square device junction,shown in
Fig. 6.1(a). Further this shift rate is converted in terms of strain as discussed
in subsec. 2.5.3 using ∂ω̄2D

∂ε̄
= -54cm−1/% strain [74]. From this, ∆z = 1 mm

corresponds to ε̄ = 0.265%, see Fig. 6.1(b). The same callibration curve is
used to estimate strain in the device junction for the low temperature trans-
port measurements with strain as tuning knob. The two terminal differential
conductance (G2tml) as a function of gate voltage (Vbg) is recorded for different
∆z (or ε̄) in the graphene junction as shown in Fig. 6.2. The linear fit around
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Figure 6.1 Strain characterization in graphene device junction. (a)
Spatial average of 2D peak position(ω̄2D) shift in the Raman spectrum with
bending distance(∆z). Upon bending, graphene junction gets tensile strained
and results in a red shift of ω2D. (b) Average tensile strain (ε̄) in the junction
plotted against ∆z. This plot serves as a link between ∆z and ε̄ for strain
setup I. The conversion of change in ω2D to ε̄ is described in the text above.

charge neutrality point (CNP) as described in subsec. 5.3 (using Method II)
gives field effect mobility of ∼ 100,000 cm2V−1s−1 suggesting that device qual-
ity is high. The conductance curves look similar for subsequent steps in strain
but the zoom in around the charge neutrality point(CNP) shown in Fig. 6.2(b)
shows the changes clearly. The CNP is at positive Vbg indicating that the
graphene is p-doped.

6

105



6 Scalar potential

V c
np
(V
)

G
2t
m
l(e

2 /
h)

G
2t
m
l(e

2 /
h)

G
2t
m
l(e

2 /
h)

V bg(V) V bg(V)

V bg(V)

V bg(V)

Figure 6.2 Strain induced scalar potential in graphene.(a) G2tml vs
Vbg curve for different ∆z. Inset shows optical image of device, scale bar :
2µm. (b) Zoom in to the CNP region of G2tml vs Vbg curve. With increase
in ∆z(increase in strain) Vcnp shifts to lower Vbg. The inset shows the plot
of Vcnp vs ∆z, Vcnp is taken from the position of the minima of G2tml on Vbg
axis. Figure adapted from our publication,Ref. [35]
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The conductance step features seen can be the Fabry-Perot resonances re-
sulting from back scattering at the contact region due to slightly different
doping there compared to the bulk of the device junction. The details of the
estimation of cavity length is discussed in the supplementary information of
Ref [35].

A systematic shift of the CNP towards negative Vbg is observed with strain-
ing and with repetition of straining cycles the effect remains. The inset of
Fig. 6.2(b) shows Vcnp plotted against ∆z, where Vcnp is extracted from the
value of Vbg corresponding to the minima in G2tml. The tensile strain is low
enough (ε̄ < 0.5% ), so the change in Vcnp can be considered linear in ε̄ as
∆z is linear with ε̄ from Fig. 6.1. A linear fit through the points in the
inset of Fig. 6.2(b) gives a line of slope ∼ 10 mV/mm. We attribute this
shift to a change in the scalar potential which we discuss in the next sec-
tion,susbsec. 6.2.1. In contrast we can exclude a change in gate capacitance
(cg) which would result in a gate voltage dependent shift of conductance curve
along the Vbg axis which is not the case observed here. A comparison study
between suspended graphene device and encapsulated on-substrate graphene
device is carried out in Ref. [25] which shows such bending induced changes in
gate capacitance is absent in on-susbtrate devices, making the device design
suitable for studying strain effects on the charge carrier transport.

6.2.1 Estimation of scalar potential constant in graphene
In this section we try to understand the shift of Vcnp observed with ∆z (dis-
tance moved by wedge to bend the substrate). The strain in the device is
proportinal to ∆z, as shown in Fig. 6.1. The graphene junction is uniax-
ially tensile strained (εxx) in the experiment along the x axis in Cartesian
coordinates. The spatial average of the strain over area of the device junction
estimated from the shift in ω̄2D is taken as the effective tensile strain value(εxx
= ε̄) for a given ∆z. As introduced in Eq. 2.90 and Eq. 2.91 the total strain for
uniaxial tensile strain case is εt = εxx + εyy = ε̄(1-ν), where ν is the Poisson
ratio of graphene [104].

From the ε̄ versus ∆z plot in Fig. 6.1(b), ∆z = 0.8 mm corresponds to εt
= 0.21%. The energy level diagram of graphene device junction at a back gate
voltage Vbg is shown in Fig. 6.3. The graphene is grounded via the metallic
edge contacts and thus fermi level of graphene(Ef ) remains same throughout
the experiment of straining the device junction. The fermi level of the metal-
lic back gate is denoted by Emf . The difference between the electrochemical
potential of metallic back gate and grounded graphene junction reads,

Emf − Egrf = −eVbg (6.2)
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The work function difference between metal (WM ) and undoped graphene
(W 0

gr) results in an electrostatic potential difference (φ) with a corresponding
charge carrier density in graphene. The low density of states in graphene makes
it crucial to take into account the kinetic energy in terms of finite chemical
potential (µgr) and it is measured from dirac point energy (ED) given by

µgr = ED − Ef (6.3)

For the unstrained case as shown in Fig. 6.3(a), the quantities can be connected
by

WM − eVbg = W 0
gr − µgr − eφ (6.4)

Upon straining, the dirac point shifts down in energy as shown in Fig. 6.3(b)
and the quantities that changed are denoted by a tilde symbol. The shift in ED
lead to an increase in intrinsic work function of undoped graphene from W 0

gr

to W̃ 0
gr. The change in work function of graphene with strain [34, 112, 113] is

a direct measure of strain induced scalar potential (S). The two effects in the
graphene device due to this are : (a) shift in chemical potential (b) shift of
electrostatic potential difference. This in effect causes change in charge carrier
density and can be detected in transport experiments. The band allignment
quantities for graphene under strain at a gate voltage Ṽbg is related by

WM − eṼbg = W̃ 0
gr − µ̃gr − eφ̃ (6.5)

The work function of metals are assumed to remain constant upon straining
as it have large density of states. Thus for determining the change in intrinsic
work function of undoped graphene, a particular conductance feature is tracked
with straining. Here the conductance minima at CNP of graphene can be taken
as the feature. For a feature at a given charge carrier density (n), µ̃gr = µgr

and φ̃ = φ under the assumption that straining doesn’t change the back gate
capacitance (cg) as the device junction is strained on-substrate, also discussed
above in Sec. 6.2. Upon considering a plate capacitor model between the
metallic back gate and graphene with only perpendicular electric field between
the capacitor plates, the electrostatic potential difference remaining same for
a given n follows from the Gauss law and is given by∫

A

DdA =
∫
ndA (6.6)

D = ε0εrE (6.7)

φ =
∫ d

0
E dz = nd/ε0εr (6.8)
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6.2 Strain induced scalar potential in graphene

where D is the displacement field , E is the effective electric field, d is the
back gate dielectric thickness, dA is the small area element of the gaussian
surface(considered a cylindrical Gauss box), ε0 and εr are the free space per-
mittivity and relative permittivity of the medium(hBN dielectric in this case).
Thus for a given feature, n remains constant which results in φ to be also
constant(from Eq. 6.8) and µgr also remains same as it is directly a measure
of n. Upon taking difference of Eq. 6.5 and 6.4 lead to,

− (W̃ 0
gr −W 0

gr) = e(Ṽcnp − Vcnp) (6.9)

where Ṽ cnp and Vcnp are the back gate voltage corresponding to CNP in
unstrained and strained case. The strain induced scalar potential(S) is defined
as, S = e(Ṽcnp − Vcnp). Thus the scalar potential(S) from the experiment is,
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Figure 6.3 Band allignmet schematic for graphene and metallic
gate.(a) Band allignment for graphene at a gate voltage Vbg with metallic
back gate with graphene not strained. (b) Band allignment for graphene un-
der tensile strain at a gate voltage Ṽbg with metallic back gate. Figure adapted
from our publication,Ref. [35]

S = e(V ∆z=0.8mm
cnp − V ∆z=0mm

cnp ) = 8meV (6.10)

The scalar potential constant s0 is defined as,

s0 = −S/εt (6.11)

From the experiemnt it results in, s0 ≈ 3.8 eV. The theoretical predictions for
s0 is in the range of 2.5 - 4 eV. The s0 extracted from the experiment is in the
range of the theoretical predictions [34, 112, 114].
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6.3 Strain effect on CNP in bilayer graphene

The following section will discuss the strain effects around the CNP (charge
neutrality point) of bilayer graphene (BLG), measured in a hall bar device
geometry. The optical image of the device is shown in Fig. 6.4(a). Hall bar
geometry gives the possibility to compare strain effects in both two terminal
and four terminal measurements.

Two terminal measurement

Fig. 6.4 shows two terminal differential conductance (G2tml) vs Vbg for different
∆z (distance moved by wedge to bend the substrate, illustrated in Fig. 3.8).
The increase in G2tml with ∆z for |Vbg| > 2 V is similar to the changes in
edge contact resistance as discussed in Ch. 5 for single layer graphene. On
comparing the curves between ∆z = 0 - 0.5 mm and ∆z = 0.6 - 1.0 mm, the
variations in conductance at |Vbg| > 2 V appears to be smoothened out with
strain especially on the electron side. For 0.5 V < |Vbg| < 1.5 V, there is a
non-monotonic change in G2tml when ∆z changes from 0.4 mm to 0.8 mm with
a decrease followed by an increase in conductance in both hole and electron
side. The field effect mobility from the linear fit around CNP (using Method
II described in subsec. 5.3) gives ∼ 67700 cm2V−1s−1. Towards the CNP, the
zoom-in shown in Fig. 6.4(b) shows the changes with strain. The conductance
around CNP shows an increase with strain, see Fig. 6.4(b). This seems to be
an effect not directly related to scalar potential and will be discussed in Ch. 7.
The CNP is located slightly to negative side of Vbg indicating device junction
is slightly n-doped. Vcnp downshifts with strain, similar to the shift observed
in graphene under tensile strain. Vcnp is obtained from the Vbg axis corre-
sponding to the minimum in G2tml. Fig. 6.4(c) shows Vcnp plotted against ∆z.
The effect remains after several straining cycle. Fig. 6.7 shows the straining
and unstraining cycle plots for Vcnp versus ∆z and the effect is reversible. Vcnp
downshifts by ∼ 5 mV for ∆z = 1 mm. The scalar potential corresponding to
the shifts will be calculated in the upcoming section 6.3.1.

Four terminal measurement

The hall bar geometry makes it possible for four terminal measurements.
Fig. 6.5(a) shows the four terminal differential conductance (Gxx) as a function
of Vbg. Gxx is measured by passing current from contact 1 to 4 and measur-
ing the voltage drop across contacts 2 and3, Gxx = I14/V23. The changes in
Gxx at |Vbg| > 2 V are non-monotonic with ∆z. At electron side, an initial
decrease in conductance followed by an increase is observed in steps from ∆z
= 0.3 mm to ∆z = 0.5 mm and less changes towards higher ∆z = 0.7 mm to
1 mm. The hole side also shows similar changes but less compared to that on
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Figure 6.4 Strain effect in two terminal measurement in BLG. (a)
G2tml vs Vbg for straining cycle of hall bar device. G2tml = I14/V14,measured
by passing current from contact 1 to 4 and measuring the voltage drop across
contacts 1 and 4. (b) Zoom in to the CNP region of the plot. The minimum
value of G2tml and Vcnp are sensitive to strain. (c) Vcnp versus ∆z, downshift
in Vcnp with strain. It can be the scalar potential induced by strain as in
graphene.
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the electron side. A similar trend is found in G2tml in the range 0.5 V < |Vbg|
< 1.5 V. These changes with strain most probably arise from the bulk of the
device junction as it is also probed in the four terminal measurement and we
attribute them to changes in scattering potential slightly changing with the
mechanical deformation either the position of these scaterrers or the strength
of disorder potential [53].

We now focus on more systematic changes observed at low carrier densities.
The zoom in to the CNP region, Fig. 6.5(b) shows the changes in Gxx with
∆z. Similar shifts are observed in the minimum conductance of G2tml and
CNP position in two terminal measurement, as shown above. Vcnp is obtained
from the Vbg axis corresponding to the minimum in Gxx. Fig. 6.5(c) shows the
plot of extracted Vcnp versus ∆z. For ∆z = 1 mm, Vcnp downshifts by ∼ 5.3
mV similar to the shift observed in two terminal measurements in the single
layer graphene in Sec. 6.2. The effect is reversible as can be seen in the plot
of Vcnp versus ∆z for straining and unstraining cycle shown in Fig. 6.7.

6.3.1 Estimation of scalar potential constant in BLG
We interpret the shift observed in bilayer graphene (BLG) in a similar way as
for monolayer graphene. The two layers in BLG are assumed to get tensile
strained equally as both the layers are probably similarly edge contacted and
the mechanical coupling of the edge contact to both layers are considered to
be the same. The schematic of the cross section of edge contacted BLG device
junction is shown in Fig. 6.6(a). Instead of the linear monolayer graphene
dispersion relation, we assume BLG dispersion is parabolic at low momenta
values as discussed in Eq. 2.26. Our aim now is to explain the observed shift
of the CNP with an on-site potential change, similar as the scalar potential
in monolayer graphene. For brevity, we also call this potential "scalar poten-
tial". This causes the energy of CNP in BLG downshift with tensile strain
and results in an increase of the intrinsic work function of the undoped BLG
(W 0

blg). In a tight binding model, the decrement in the energy of the BLG
under tensile strain can be pictured as the decrease in next nearest neighbour
hopping parameter with increasing bond lengths. The band allignment for
BLG and metallic back gate for the two scenario : (i) BLG under no strain
(ii) BLG under tensile strain are schematically shown in Fig. 6.6(b),(c).

The quantities in the band allignment for BLG under no strain at a back
gate voltage Vbg are related by,

WM − eVbg = W 0
blg − µblg − eφ (6.12)

The tensile strain causes change in some quantities and are denoted by tilde
symbol. The band allignment relation for BLG under tensile strain at back
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Figure 6.5 Strain effect in four terminal measurement in BLG.(a)
Gxx vs Vbg for straining cycle of hall bar device. Gxx = I14/V23,measured by
passing current from contact 1 to 4 and measuring the voltage drop across
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in Vcnp with strain. It can be the scalar potential induced by strain as in single
layer graphene.
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gate voltage Ṽbg is
WM − eṼbg = W̃ 0

blg − µ̃blg − eφ̃ (6.13)
The conductance minima at CNP of BLG is the feature used to track the shift
in BLG with tensile strain. A given feature occurs at a fixed charge carrier
density (n). At a fixed n, µ̃blg = µblg and φ̃ = φ under the same assumptions
as made for monolayer graphene in subsec. 6.2.1. Under these conditions, we
find the scalar potential in BLG (Sblg) as,

Sblg = −(W̃ 0
blg −W 0

blg) = e(Ṽcnp − Vcnp) (6.14)

where Ṽcnp and Vcnp are the back gate voltage at which CNP is reached in
unstrained and strained case. Fig. 6.7 shows the comparison between the Vcnp
shifts with ∆z for four terminal and two terminal measurement configuration.
The slope of the Vcnp versus ∆z plot for straining(green line) and unstrain-
ing cycle(orange line) for two terminal measurement configuration are ∼ -4.60
mV/mm and -3.72 mV/mm. Similarly slopes for straining and unstraining
cycle for four terminal measurement configuration are ∼ -5.49 mV /mm and
-5.24 mV/mm.

If the strain is assumed to be not that different for graphene and bilayer
graphene for the same ∆z in the low temperature setup, then the same calli-
bration curve shown in Fig. 6.1(b) can be used to convert ∆z to the average
strain (ε̄). Also the other parameters like temperature are the same for all
the measurements. The tensile strain attained in the device junction seems
to be roughly scale proportional to the inverse of length of the device junc-
tion between the edge contacts for the same ∆z from the Raman studies in
Ref.[25]. The length of bilayer graphene hall bar device is ∼ 1.7 times that of
the graphene device junction in Sec. 6.2. From the ε̄ verus ∆z plot in Fig. 6.1,
∆z = 1 mm corresponds to total strain of εt = 0.22% for the graphene junc-
tion in Sec. 6.2. So in the BLG hall bar device upon considering the scaling
of strain with length of device junction, total strain in the junction is εblgt =
0.13% . Following the similar calculation as in graphene for the scalar po-
tential constant in BLG : (a) two terminal measurement gives (3.2 ± 0.3)
eV (b) four terminal measurement gives (4.1 ± 0.1) eV. Both the values are
close to the estimated scalar potential constant for monolayer graphene from
experiment(= 3.8 eV).
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6.4 Summary

The strain induced scalar potential is observable in the transport experiments
carried out in graphene and bilayer graphene. Experimentally, we find similar
shifts in the conductance curve in the gate voltage under strain for both sin-
gle and bilayer graphene that seem quite independent of disorder and contact
details. We understand these shifts having the same physical origin, namely a
bond elongation and a corresponding reduction of next nearest neighbor hop-
ping in each graphene layer individually, that results in a change in on-site
energy on a given sublattice. The rate of shift of on-site energy with strain is
characterised by scalar potential constant(s0). The s0 extracted for graphene
is around ∼ 3.8 eV and for bilayer graphene ∼ 3.2 - 4.1 eV. The estimates
for s0 are in agreement with the theoretical estimates and Kelvin probe mi-
croscopy experiments in the Ref. [34, 112, 113]. Scalar potential constant can
be dependent on the bond strength in a given material system. In graphene
and bilayer graphene, the strongest interaction is the in-plane C-C bond and
the tensile strain acts against this stable C-C bond. Similar values from the
estimates for s0 can imply similar bond strength in the material system.

Only features that are reproducible with strain were looked into. In four
terminal measurement in bilayer graphene (BLG), the changes observed at
Vbg (gate voltage) > 1 V doesn’t follow a monotonic change with strain which
can be related to the slight changes in the disorder distribution or the disorder
potential with the mechanical deformation. In the estimation of scalar poten-
tial constant for BLG we assumed both layers of BLG to be equally strained
but if it is different it can lead to a gradient in scalar potential across the
layers in BLG which might can result in a strain induced electric field in the
system. In the coming chapter we implement top gate for bilayer graphene
device which gives independent control on charge carrier density and electric
field in the system. With the additional control with electric field, effects of
strain in different transport regime in BLG will be explored in the upcoming
chapter.
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7 Transport in bilayer graphene under tensile
strain
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This chapter focusses on the strain effects in bilayer graphene (BLG). BLG
exhibits a distinct bandstructure compared to monolayer graphene. The in-
terlayer hopping1 result in a rough parabolic bandstructure described by an
effective mass for the charge carriers in BLG, discussed in Ch 2.1.3. For sim-
plicity, we neglect the emergence of trigonal warping (discussed in Ch. 2.1.3)
and other finer structures in the bandstructe of BLG. The first section dis-
cusses the change in the conductance around charge neutral point (CNP) of
BLG induced by tensile strain. For this, we discuss four terminal differential
conductance mesurements in BLG hall bar devices. The possible reasons that
can lead to the observed changes are also discussed. In single gated BLG
devices, independent control of charge carrier density and electric field is not
possible, so we further implemented top gate in BLG system following the
recipe described in Ch. 3. The interlayer symmetry in BLG can be broken
with an external electric field and whether strain has an effect on transport in
this regime is investigated in this section2. The last section shows the effect of
strain on hBN/BLG moiré superlattices from the transport at the secondary
Diac point at finite electric field.

1Schematic showing BLG with interlayer hopping terms.
2Measurements carried out in collaboration with Szentpéteri Bálint, PhD student, Dept.
of Physics, Budapest University of Technology and Economics (BME)

119



7 Transport in bilayer graphene under tensile strain

7.1 Strain effect around conductance minimum in BLG

In addition to the strain induced scalar potential shift in BLG discussed in
Ch. 6, we also find an increase in minimum conductance with strain (ε).
Fig. 7.1(a) and (b) show the four terminal differential conductance (Gxx) with
back gate voltage (Vbg) for different ∆z (distance moved by wedge to bend
substrate in strain setup I) in two hall bar devices, Hb1 and Hb2. The fig-
ures on the right side of Fig. 7.1(a),(b) are the corresponding zoom in to the
charge neutrality point (CNP) of the conductance in the two device junctions.
The conductance around CNP exhibits a systematic change with strain, can
be seen in the zoom in of the respective plots. Fig. 7.1(c) shows the plot of
minimum of Gxx versus ∆z for devices Hb1 and Hb2. In both device junction,
the conductance around the CNP increase with ∆z. It increases by ∼ 0.4
e2/h for Hb1 and ∼ 0.8 e2/h for Hb2. This increase is not related to the con-
tact resistance changes described in Ch. 5, as the four terminal measurement
probes bulk of the device. The changes at larger gate volatge in Hb1 are not
monotonic where as in Hb2 the curves almost overlap each other indicating
the changes observed around CNP are independent of the features at larger
gate voltage.

The mobility (µ) around CNP of the two hall bar devices for ∆z = 0 and
1 mm is shown in Fig. 7.2. Near CNP, µ is almost linear in Vbg and saturates
further at a higher Vbg indicating a transition to constant mobility. This indi-
cates the two types of scattering mechanisms, a long range, Coulomb type of
scattering that can get screened by a larger electron density, and short range
scattering that is independent of n [115]. In both the device junction, the field
effect mobility increases with tensile strain around the CNP before mobility
reaches the saturation regime, see Fig. 7.2.

The region around charge neutrality point in BLG has electron-hole puddles
similar to the observation in graphene [50]. The transport around CNP is
dominated by disorder and the conductance at minimum depends on the type
of scaterrers present in the system [116, 117]. The minimum conductivity
slightly increases with increase in impurity carrier density in long range scat-
terer limit [116], as the conduction band starts to get filled it leads to increase
in screening and thus the conductivity goes higher.

As µ depends linearly on Vbg around CNP, it indicates the conductivity gets
better with increase in charge carrier density as it help to screen from the dis-
order potential. Also µ increases around CNP with strain, see Fig. 7.2. The
strain fluctuations in the system might have reduced with the tensile strain [53]
and resulted in the increase in µ. The charge carrier transport is limited by
mobility in this regime around CNP where µ is proportional to Vbg. And strain
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Figure 7.1 Strain effects in four teminal conductance
(Gxx)measurements in BLG. (a) Gxx verus Vbg in hall bar device
Hb1 for different ∆z. Gxx = I14/V23, current send from contact 1 to 4 and
voltage probed between contacts 2 and 3. (b) Gxx verus Vbg in hall bar
device Hb2 for different ∆z. Gxx = I14/V65, current send from contact 1 to
4 and voltage probed between contacts 6 and 5. (c) The minimum of Gxx
plotted against bending distance ∆z for devices Hb1 and Hb2.
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Figure 7.2 Field effect mobility in Hb1, Hb2 under tensile strain.
(a),(b) The field effect mobility, µ = ∂Gxx

∂Vbg

L
Wcg

is plotted against Vbg for
device Hb1, Hb2. Around CNP, µ is linear in Vbg and saturates further at a
higher Vbg for both the devices. The mobility curve for ∆z = 1 mm is adjusted
by the shift in CNP due to scalar potential to that of the curve at ∆z = 0 to
make comparison for the effect of strain on mobility.

act as a factor to improve the mobility in this regime and this might lead to
the increase in the conductance around CNP with strain.

Both devices Hb1 and Hb2 shows different offset in change in minimum con-
ductance for the same bending (see Fig. 7.1(c)), this can be due to the different
strain fluctuations present in the devices.
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7.2 Strain effects in dual gated BLG

This section will focus on the effect of tensile strain in dual gated BLG. The
dual gate is implemented in hBN encapsualted BLG device using the fabrica-
tion recipe discussed in subsec. 3.1.3. The total charge carrier density (n) and
the electric field in the system can be independently tuned using the top and
bottom gate [48]. On electrical gating the BLG device with both bottom and
top gate, the corresponding displacement field Dt, Db are as follows:

Dt = ε0εt(Vtg − V 0
t )e

dt
= ct(Vtg − V 0

t ) = nte (7.1)

Db = − ε0εb(Vbg − V
0
b )e

db
= −cb(Vbg − V 0

b ) = −nbe (7.2)

where cb , ct are the bottom and top gate capacitance per unit area, dt and db
are the thickness of top and bottom hBN dielectric, εt and εb are the dielectric
constant of top and bottom hBN, ε0 is permittivity of free space, V 0

t and V 0
b

are the charge neutral point offsets in BLG for the top and bottom gate, nt
and nb are the charge carrier density induced on top and bottom layers of
BLG. The Dt, Db at the top and bottom layer of BLG will lead to two effects:

Vtg

Vbg

dblg

dt

db

ct

cb

cblg

nt,V1
nb,V2

top hBN

bottom hBN

1

2 3

4

6
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Figure 7.3 (a) Optical image of bilayer graphene(BLG) hall bar device with
top graphite gate and bottom Au(gold) gate.(b) Schematic of the cross section
of dual gated BLG device.

(i) The difference of Dt and Db, δD = Dt - Db will induce a net charge carrier
doping and will lead to change in chemical potential. For δD = 0 defines the
charge neutral point(CNP) in BLG.
(ii) The average displacement field, D = (Dt +Db)/2 breaks the layer inversion
symmetry in BLG and result in the opening of a band gap around the CNP [47,
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7 Transport in bilayer graphene under tensile strain

48]. The total charge carrier density induced can be written as,

n = nt + nb = (ct(Vtg − V 0
t ) + cb(Vbg − V 0

b ))/e
= (ctVtg + cbVbg)/e+ n0

(7.3)

The effective average displacement field (D) can be written as,

D = 1
2(ct(Vtg − V 0

t )− cb(Vbg − V 0
b ))

= (ctVtg − cbVbg) +D0

2

(7.4)

where n0 and D0 are the offset doping and offset displacement field in the
system. Fig. 7.4 shows the four terminal resistivity (ρxx) map of the dual
gated BLG hall bar device in Vtg - Vbg space, the highly resistive line in the
map with negative slope corresponds to the CNP of BLG. The minima of ρxx
should be ideally at (0 V, 0 V) but it can be seen its shifted away from it in
both Vtg , Vbg axis. This offset is represented by V 0

t and V 0
b which corresponds

to the offset doping in the respective top and bottom gates. The estimation of
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Figure 7.4 Dual gating in BLG. (a)Four terminal resistivity map of the
BLG device in Vtg - Vbg space. (b) The resistivity map in Vtg - Vbg space
transformed to n−D/ε0 map using the estimated lever arms in Eq. 7.3,7.4.

back gate and top gate lever arms , ct and cb will be discussed in appendix. 2.
Using Eq. 7.3 and 7.4 with the estimated lever arms, ρxx can be plotted in n-
D/ε0 space, see Fig. 7.4(b). As the electric field (D/ε0) increases, ρxx increases
around the CNP. In terms of conductance, it gets supressed with electric field.
This can be an indicator that a gap is opening in BLG [118].
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Figure 7.5 σxx around CNP at finite D field. (a) Cross-section along n
axis of n-D/ε0 map in Fig. 7.4(a). (b) Minimum conductivity(σminxx ) plotted
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small fluctuations to identify nrs and nls from the derivative of conductivity.
(e) (nrs - nls) versus D/ε0 using the procedure described in (c,d). It captures
the increase in broadening of σxx around CNP with the applied electric field.
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7 Transport in bilayer graphene under tensile strain

7.2.1 Conductance around CNP at finite electric field
The four terminal conductivity (σxx) around CNP at different electric fields
(D/ε0) is compared in Fig. 7.5(a). First, on the minimum conductivity and
later on the broadening of the CNP region due to electric field is discussed in
this part of the section.

Electric field effect on minimum conductivity at CNP

As the electric field is increased, the minimum conductivity decreases and sat-
urates around 2.5 e2/h, see Fig. 7.5(a). The plot of minimum condcutivity
read out from each curve in Fig. 7.5(a) versus the electric field is shown un
Fig. 7.5(b). The decrease in minimum conductivity is an indication of band
gap opening in BLG [118] but still there is some residual conductivity which
might point to the gap having a residual density of states. One possibility for
such conducting states in the gap is through the spatial potential fluctuations
in the device that modulate the band structure and can create electron-hole
puddles [119]. These spatial fluctuations within the gap don’t get screened due
to low charge carrier density and when fermi level alligns with the band gap
region in bilayer graphene (BLG), the states existing due to fluctuations con-
tributes to the conducting paths. The device exhibited secondary dirac point
in transport characteristics, which we interprete as stemming from a moié
superlattice formed by the superposition of the hBN and bilayer graphene
lattice. Thus the moiré potential can be one of the sources for spatially mod-
ulated potential fluctuation in the device. Other possibility might include the
conduction along the edges of BLG where it may be not gated as effectively
as in bulk.

Broadening of CNP region with electric field

In addition to the decrease in minimum conductivity, the curve broadens with
electric field (D/ε0), see Fig. 7.5(a). The broadening mostly happens to the
electron side (n> 0) in comparison with the hole side (n<0). The point of
steepest slope of σxx around the CNP along n axis shifts with electric field.
The point of steepest slope in conductivity around CNP at electron side is
labeled as nrs and on hole side as nls. The steepest slope is considered as
the transition from residual density of states in the band gap to the density of
state of BLG.

Inorder to extract nrs and nls for each curve in Fig. 7.5(a), we did intially
an interpolation of the conductivity (σxx) curve around the charge neutrality
point (CNP) followed by smoothening of it inorder to avoid the small fluctu-
ations in between which makes it difficult to extract the exact position of nrs
and nls. This is shown in Fig. 7.5(c). Further, the derivative of the σxx versus

126

7



7.2 Strain effects in dual gated BLG

n after smoothing of the small fluctuations in data is shown in Fig. 7.5(c),
the highest slope value from the derivative on electron and hole side gives
the position of nrs and nls. The difference, (nrs - nls) is plotted against D/ε0
(Fig, 7.5(e)) which captures the increase in broadening of σxx around the CNP
region for increasing D/ε0 .

7.2.2 Strain effect around CNP at finite electric field
The effect of tensile strain on the conductivity (σxx) around CNP at finite
electric field (D/ε0) will be discussed in the following.

Fig. 7.6(a),(b) shows the σxx versus n plot for different ∆z (distance moved by
wedge to bend substrate in strain setup I) at an applied electric field (D/ε0) of
0 and 0.2 V/nm. The change in the position of steepest slope of conductivity
in the electron side (nrs) with strain seem to occur for D/ε0 = 0.2 V/nm.
The hole side shows not much change in the position of steepest slope region
of conductivity with strain for both D/ε0 = 0 and 0.2 V/nm. The effect of
tensile strain in σxx versus n at D/ε0 = 0.2 V/nm looks like an addition to the
applied D/ε0 as the position of nrs (at electron side) is shifted further towards
higher density, similar to the effect of D/ε0 on σxx as shown in Fig. 7.5(a).
Based on this the change in D/ε0 due to tensile strain is estimated in the
following.

Estimation of change in D/ε0 due to tensile strain

The same analysis carried out in subsec. 7.2.1 for estimating the position of
steepest slope in conductivity along n axis is used to get the position of steepest
slope in conductivity for the electron side (nrs) for different ∆z. In the hole
side (n < 0), the position of the steepest slope (nls) with ∆z remains almost
the same, no significant change. So, we further only look at the changes in nrs
with ∆z. The shift of nrs with ∆z for different D/ε0 is shown in Fig. 7.6(c).
Towards higher D/ε0, nrs versus ∆z curve gradually develops a slope. The
additional electric field due to tensile strain is estimated using the nrs versus
D/ε0 dependence for ∆z = 0 found in subsec. 7.2.1 and the plot is shown
in Fig. 7.6(d). The axis of the plot is inverted to make an estimate for the
slope of D/ε0 versus nrs by making a linear fit from the point where there is
significant change in the plot. The slope is ∼ (3.72 ± 0.16)×10−8 Vm. The
slope extracted in combination with the plot of nrs versus ∆z in Fig. 7.6(c) is
used to estimate the calculated electric field (Dcalc/ε0) corresponding to ∆z
for a given applied electric field (D/ε0), shown in Fig. 7.6(f).
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Figure 7.6 Strain effect on σxx around CNP at finite D/ε0. (a,b) σxx
versus n for D/ε0 = 0,0.2 V/nm under tensile strain. For D/ε0 = 0.2 V/nm,
nrs shifts with strain. (c) The shift of nrs with ∆z for different D/ε0. The
slope of nrs versus ∆z seems to have dpendance on D/ε0. (d,e) From analysis
in Fig. 7.5(d) carried for ∆z = 0 for different D/ε0. The plot is inverted to get
the slope of D/ε0 with nrs. (f) Dcalc/ε0 versus ∆z. Estimation of Dcalc/ε0 is
described above.
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Dcalc/ε0 includes the applied electric field (D/ε0) and the additional electric
field considered to come from strain. As ∆z is increased, strain increases,
discussed in sec. 4.9. Thus we can see there is an additional contribution to
electric field from bending if there is aready an applied electric field. The
possibilities for such an observation will be discussed in the next part of the
section.

Possible mechanisms for strain induced changes in electric field

Tensile strain induced scalar potential in BLG is discussed in Ch. 6. If top
and bottom layer of BLG are not equally strained, then this can result in a
scalar potential difference which possibly can create an addtional electric field
in the system. Also, if the interlayer distance in BLG change under tensile
strain but with a constant charge on each layer, then it can result in a change
in the electric field. In the following, a simple model is described that allows
us to estimate the magnitude of both effects mentioned.

Let µelcht and µelchb be the electrochemical potential of the top and bottom
layer of BLG. Then electrochemical potential difference between the layers is,

∆µelch = µelcht − µelchb (7.5)

The electrochemical potential in each of the layer can be written as,

µelcht = µelt + µcht

µelchb = µelb + µchb
(7.6)

where µelt , µelb are the electrical potential of the top and bottom layer of BLG,
µcht , µchb are the chemical potential of the top and bottom layer of BLG. Using
Eq. 7.6 in 7.5 gives,

∆µelch = (µelt − µelb ) + (µcht − µchb )
= ∆µel + ∆µch

(7.7)

The difference in electrical potential between top and bottom layer gives rise to
electric field between the layers, D/ε = ∆µel/dblg where dblg is the interlayer
distance in BLG , ε = ε0εblg is the effective dielectric constant of BLG, D/ε is
the effective electric field between the two layers. Thus one can rewrite Eq. 7.7
into

∆µelch = Ddblg
ε0εblg

+ ∆µch (7.8)

From this the applied electric field, D/ε0 is

D

ε0
= εblg
dblg

(∆µelch −∆µch) (7.9)
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Upon introducing tensile strain (ε) in the expression for applied electric field
we get,

D(ε)
ε0

= εblg
dblg(ε)

(∆µelch(ε)−∆µch(ε)) (7.10)

under the assumption that εblg will not change with strain. Also the assump-
tion that top and bottom gate capacitance in the device to remain same under
tensile strain. The maximum strain achievable with bending setup and edge
contact technique is less than 1 %. We assume that each quantity depends
on ε linearly, effectively using a Taylor expansion in ε. From Eq. 7.10 we can
consider different cases :

1. Change in interlayer distance (dblg)

Considering only the change in interlayer distance with strain and while keep-
ing the electron densities and potentials constant, we can write,

dblg(ε) = dblg(ε = 0) + ∂dblg
∂ε

ε (7.11)

On substituting Eq. 7.11 in Eq. 7.10 we get,
D(ε)−D(0)

ε0
= − εblgD(0)

ε0dblg(0)
∂dblg
∂ε

ε (7.12)

D(0) = ε0εblg(∆µelch(0)−∆µch(0))
dblg(0) (7.13)

where dblg(0) = 3.4 Å. The dielectric constant of BLG is around 3 [120]. Now
this expression can be used to estimate the interlayer distance change with
in-plane tensile strain (ε). In other terms it is a measure of Poisson ratio of
BLG in the perpendicular direction to its plane. For the applied electric field
D(0)/ε0 = 0.2 V/nm , the additional electric field induced from strain at ∆z
= 1.2 mm is given by (Dcalc - D(0))/ε0 = 0.09 V/nm, from Fig. 7.6(f). This
gives an estimate of ∂dblg

∂ε
= -0.05 Å/% strain upon considering the maximum

possible in-plane strain from the setup (ε = 1%). This would mean for an in
plane tensile strain of 1%, the interlayer distance decrease by 1.5%, a factor
of 5 different compared to Ref. [121], but on a similar order of magnitude .
Ref. [121] considers interlayer distance to decrease by 0.33% for 1% of in-plane
tensile strain.

In Fig. 7.6(f) we can see that the slope of Dcalc/ε0 versus ∆z depends on
the applied field(D(0)/ε0). This is captured by the Eq. 7.12. The strain, ε
is proportional to ∆z. We considered ε = 1%, maximum possible from the
setup. From Eq. 7.12 we can write,

∂dblg
∂ε

= −
(D(ε)−D(0)

ε0ε

)( ε0dblg(0)
εblgD(0)

)
(7.14)
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7.2 Strain effects in dual gated BLG

The Poisson ratio in the out of plane direction for BLG, νblg we get from the
model is,

νblg =
( 1
dblg(0)

)∂dblg
∂ε

= −
(D(ε

)
−D(0)
ε0ε

)
( ε0
εblgD(0)

)
(7.15)

As estimated above, for an in plane strain of 1%, the interlayer distance de-
crease by 15% (for an applied field D(0)/ε0), this gives νblg = -0.15.

2.Difference in scalar potential in two layers of BLG

Above, we assume that both layers in BLG are assumed to be under equal
tensile strain. However, in the actual experiment, the strain is obtained by a
bending of the substrate, so that the top and bottom layers might be strained
differently. Some of the possibilities that can lead to non-equal strain in top
and bottom layer of BLG are :

(a) If the edge contact is not equally mechanically coupled to the top and
bottom layer of BLG then both layers can get differently strained for the same
∆z (distance moved by wedge to bend the substrate)

(b) If we consider the BLG hall bar device to have a curvature with bend-
ing of the substrate, then its possible that top layer to be tensile strained and
bottom layer to be under compressive strain (like in the plate bending model
in Ch. 2)

Independent of the mechanism, if the top and bottom layer are strained dif-
ferently, one can expect that the scalar potential in the two layers is different,
resulting in an additional, strain induced electric field. The strain induced
scalar potential results in shift of the chemical potential and the electrostatic
potential such that the electrochemical potential remains the same. Thus,

∆µelch(ε) = ∆µelch(0) (7.16)

Let εt,εb represent the strain in the top and bottom layer of BLG. Let ε̄ be
the average tensile strain in the two layers of BLG, ε̄ = (εt + εb)/2 and let δε
be the difference in tensile strain in the two layers, δε = εt - εb. Eq. 7.10 can
be written as,

D(ε̄)
ε0

= εblg
dblg

(∆µelch(0)− (µcht (ε̄+ δε/2)− µchb (ε̄− δε/2))) (7.17)

D(ε̄)
ε0

= εblg
dblg

(∆µelch(0)−∆µch(0)−(∂µ
ch
t

∂ε
(ε̄+δε/2)− ∂µ

ch
b

∂ε
(ε̄−δε/2))) (7.18)
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where ∂µcht
∂ε

= ∂µch
b
∂ε

= s0/e, where s0 is the scalar potential constant introduced
in Ch. 6. The interlayer distance dblg is assumed to remain same in this
estimate. Thus

D(ε̄)−D(0)
ε0

= εblgδε

2edblg
s0

D(0)
ε0

= ε0εblg
dblg

(∆µelch(0)−∆µch(0))
(7.19)

The dielectric constant(εblg) of BLG is ∼ 3, the interlayer distance (dblg) in
BLG is ∼ 3.4 Åand the scalar potential constant (s0) for BLG is ∼ 3.4 eV.

Let’s consider the case where edge contacts are not equally coupled to the
two layers of BLG. Thus upon increasing ∆z, one layer get more strained
compared to the other.

Let’s consider the limit where δε is proportional to ε̄, this happens when
one layer is very weakly coupled and the other very strongly coupled to the
edge contact. In that case we can write, δε = pε̄, where p is the constant of
proportionality from our assumption. Introducing this to Eq. 7.19 we get,

D(ε̄)−D(0)
ε0

= εblgp

2edblg
s0ε̄ (7.20)

The average strain, ε̄ is proportional to ∆z. From Eq. 7.20, the slope ofD(ε̄)/ε0
versus ε̄ doesnot depend on the applied field, D(0)/ε0. But our observation
in Fig. 7.6(f), the slope of the total electric field with strain depends on the
applied field (D(0)/ε0). Thus, in this limit the estimate didn’t captured the
observation

In the limit of δε remaining constant with changing ε̄, then Eq. 7.19 implies
D(ε̄)/ε0 doesnot depend on ε̄. But from Fig. 7.6(f), we can see that the total
electric field increase with strain (ε̄). So also in this limit, the estimate doesn’t
capture the observation.

Thus the possibility of difference in scalar potential in the two layers due
to strain variation doesn’t seem to capture the observation in Fig. 7.6(f).

3. Charge induced in BLG due to piezo electric nature of hBN

Monolayer hBN is shown to be a piezoelectric material using electrostatic
force microscopy, with a charge induced to its surfaces when strained and the
in plane piezo electric constant estimated is 2.91×10−10Cm−1 [122–124]. But
bilayer hBN, multilayer hBN are reported to be not piezo electric [123] with
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Figure 7.7 σxx versus n for D/ε0= 0 ,0.2 V/nm for unstraining cycle.
For the unstraining cycle from ∆z = 1.2 mm to ∆z = 0 mm the curve at D/ε0
= 0.2 V/nm didn’t reverted back to the initial state as in Fig. 7.6(b).

the same electrostatic force microscopy. The lack of inversion symmetry is
considered to be the cause for piezoelectric behaviour in monolayer hBN. But
multilayer hBN is used for stacking which in principle as from Ref. [123] is
not piezoelectric. But still lets consider one of the layer of hBN out of the
mutilayer becomes piezoelectric active with strain. This results in an induced
polarization in the plane of hBN and it is not out of plane. The change we
observed is in the applied out of plane electric field with strain. So the in
plane polarization arising from strain in monolayer hBN doesn’t seem to be
the cause.

Thus out of the three possibilities, it seems the change in the interlayer dis-
tance in BLG under in plane strain captures the observation in Fig. 7.6(f).

7.2.3 Non-reversibility of the broadening around CNP with strain at
finite D/ε0

In the unstraining cycle, the shift observed in Fig. 7.6(b) was not reversibe.
This non-reversibility observed in Fig. 7.6(b) can be due to :

(i) The top gate in the device is implemented by placing another 30 nm thick
stack of Graphite/hBN on top of the pre-fabricated hBN/BLG/hBN stack( by
method 2 discussed in subsec. 3.1.3) can possibly make the strain relaxation
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in the unstraining cycle difficult. Thus the force released at the edge contact
in the unbending cycle not enough to move the BLG to the initial unstrained
state.

(ii) It can also be that with fabrication, the layers are all arranged may be not
in a stable configuration [125] and with strain the layers could adjust to a new
stable equilibrium arrangement. Thus, in the unstraining cycle it became dif-
ficult to return back to the intial arrangement making the effect not reversible.

(ii) other possibility includes the piezo electric behaviour reported in monolayer
hBN as piezoelectric materials can show hysteritic behaviour. But multilayer
hBN is non piezoelectric [123]. For the encapsulation, multilayer hBN is used,
so this possibility can be neglected.

7.3 Strain effects in hBN/BLG moiré at finite D/ε0
The bilayer graphene hall bar device with dual gate exhibited another resistive
feature at higher charge carrier density (n) on both electron and hole side,
shown in Fig. 7.8(a). One of the hBN layer is alligned with one of the graphene
layers in the bilayer graphene system. The hBN and graphene have a lattice
mismatch (δ) of 1.8% from their respective lattice constants. In addition there
can be a twist angle (φ) between the two lattices. The secondary dirac point
(sDP) is at a charge carrier density (ns) ∼ 3.85×1012cm−2 and ns = 4/As,
where As is the area of super lattice and is given by As = (

√
3/2)λ2. The

moire superlattice spacing, λ is also given by [126],

λ = (1 + δ)a√
2(1 + δ)(1− cosφ) + δ2

(7.21)

where φ is the rotation angle of BLG with respect to hBN and a (= 2.46 Å)
is the lattice constant of graphene. The moire lattice spacing, λ = 10.95 nm.
On combining the estimate for λ with Eq. 7.21 gives φ ∼ 0.8◦.

The effect of applied electric field (D/ε0) on resistivity at sDP as well as
the effect of strain on it will be discussed in the following.

7.3.1 ρxx at finite D/ε0
At finite electric field (D/ε0), the resistivity at sDP on hole side (ns = -3.85 ×
1012cm−2) is larger compared to that at electron side (ns = 3.85 × 1012cm−2),
can be seen in the four terminal resistivity (ρxx) map in Fig. 7.8(a). Also, the
sDP resistivity in hole side is more broader than in the electron side along the
n axis. The cross-section along D/ε0 in the hole and electron side exhibits a
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Figure 7.8 (a)Four terminal resistivity(ρxx) map in n − D/ε0 space for
hBN/BLG moire device. In addition to main dirac point at n = 0 there
are two other resistive region,secondary dirac point from moire at |ns| ∼ 3.85
× 1012cm−2(hole side). (b,c) Cross section of ρxx map along D/ε0 at ns =
-3.85 × 1012cm−2 for straining and unstraining cycle. (d) Definition of ρdipxx
and Ddip.(e,f)ρdipxx and Ddip plotted against ∆z for straining and unstraining
cycle.

7

135



7 Transport in bilayer graphene under tensile strain

(a) (b)

Figure 7.9 (a,b) Cross section of ρxx map along D/ε0 at ns = 3.85 ×
1012cm−2(electron side) for straining and unstraining cycle.

dip at finite D/ε0, shown in Fig. 7.8(b) and 7.9(a), such a similar feature is
reported in the same kind of device type in Ref. [127]. In the following, we
look at possibilities for the origin of dip in ρxx and the effect of strain on this
feature.

Dip in ρxx(ρdipxx ) at finite D/ε0

In this part, we will try to see the possibilities that lead to the existense of dip
in ρxx at finite electric field in the electron and hole side. Fig. 7.8(d) shows
the ρxx versus D/ε0 for the hole side at ∆z = 0.1 mm, it shows the definition
of ρdipxx and Ddip. ρdipxx is the resistivity at the dip and Ddip corresponds to
the position of electric field (D/ε0) at which dip occurs. In the hole side, ρdipxx
is located at D/ε0 ∼ 0.31 V/nm for ∆z = 0 and in the electron side, ρdipxx is
located at D/ε0 ∼ -0.26 V/nm for ∆z = 0. Thus the dip occurs almost at
symmetrically opposite electric field (D/ε0) in the electron and hole side.

In the following we look at possibilities that can result in a change in ρxx
with electric field (D/ε0):

(i) Assuming one of the layers of BLG forming moiré with either top/bottom
hBN, this already breaks the layer symmetry even when D/ε0 = 0. Depend-
ing on the sign of D/ε0, the electron (n>0) or hole (n<0) wavefunction will
be pushed to the upper or lower layer of BLG. In this case, when the wave-
function of charge carrier is pushed to the moire layer it will experience the
additional spatially modulated moire potential which can lead to increase in
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resistivity compared to transport in the opposite layer. If this is the case, then
it should be a monotonic increase in resistivity but here the resistivity changes
in a non-monotonic fashion in both electron and hole side with D/ε0 (electric
field).

(ii) The increase in ρxx with increase in D/ε0 might be related to the gap
opening at sDP. It has been shown that gap exists at sDP in hBN/graphene
moiré superlattice in Ref. [128] from ARPES experiment due to inversion sym-
metry breaking. So it can also be that a similar gap opens in BLG/hBN moiré
superlattice. Further application of electric field might change the interlayer
interaction between the BLG and hBN and can result in changes in the gap.
It might be that shape of the curve of ρxx versus D/ε0 reflects the variation in
gap at sDP due to the applied electric field. As the gap increases, ρxx increases.

The exact reason for the dip in ρxx at finite D/ε0 couldn’t be figured out
so far.

7.3.2 Effect of strain on ρdip
xx , Ddip

In this section we look at the effect of strain on ρdipxx and Ddip. Fig. 7.8(b),(c)
shows the ρxx versus D/ε0 for straining and unstraining cycle at the hole side.
It can be seen that ρdipxx increases with strain and seems reversible in the un-
straining cycle. The corresponding ρdipxx is plotted in Fig. 7.8(e). On an average
ρdipxx changes by ∼ 70 Ω from the straining and unstraining cycle. It shows
a reversible trend but the magnitude exactly don’t match. In the electron
side it only changes by maximum of around ∼ 20 Ω, see Fig. 7.9(a),(b). This
might indicate that BLG/hBN band structure at sDP is electron-hole asym-
metric [127].

Fig. 7.8(f) shows the plot of Ddip versus ∆z. The trend in Ddip with ∆z seems
not reversible upon comparing the straining and unstraining cycle. Now we
will look at possibilities that can result in changes in ρdipxx and Ddip with ∆z
(or strain).

First we discuss the changes in ρdipxx with ∆z. The possible effects of strain on
ρdipxx are :

(i) It can be that strain changes the interlayer distance between hBN and
bilayer graphene (BLG), which might can result in changes of the moiré po-
tential. If it results in an increase in the amplitude of moiré potential, then
the electrons might feel this increase in modualtion potential and this might
can increase resistivity.
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(ii) It has been shown in graphene/hBN moire superlattice, gap opens at both
main Dirac point as well as at secondar Dirac point(sDP) from the ARPES
measurements in Ref. [128]. The gap opened is suspected to be induced by
inversion-symmetry breaking. Also, the gap arising as a result of inversion
symmetry breaking is shown to be dependent on the interlayer distance as it
is shown from theory studies in Ref. [129], as interlayer distance decreases the
gap induced increases. The decrease in interlayer distance between graphene
and hBN results in increasing the strength of inversion symmetry breaking as
the C atoms in the sublattice interacts more with B and N atoms of hBN. A
similar effect can also be considered in the case of BLG/hBN interface under
strain. Thus, the increase in ρdipxx with strain can be an indicator of increase
in gap opened at the sDP.

The effect on Ddip as mentioned above, it is not reversible. May be it’s similar
to the effect we observed in Fig. 7.6(f) and Fig. 7.7. The change in the inter-
layer distance in BLG might have resulted in shifting the position of electric
field at which ρdipxx occurs. In the unstraining cycle as discussed in subsec. 7.2.3,
the interlayer distance of BLG didn’t returned back resulting the Ddip to not
change back to the intial value.

7.4 Summary

Tensile strain has an effect on the transport around the charge neutrality point
(CNP) in BLG. The effect from strain induced scalar potential near CNP is al-
ready discussed in Ch. 6. The conductance around CNP seems to be sensitive
to tensile strain and it shows an increase with strain. It seems, the mobility
(µ) enhancement with strain in the regime where µ is proportioanl to Vbg re-
sults in the increase in conductance around CNP. Strain also shows an effect
around CNP under finite electric field which breaks the interlayer symmetry
in bilayer graphene(BLG). It seems that tensile strain results in an additional
electric field in the system. For this finding, we discuss several possible mech-
anisms : change in interlayer distance of BLG, difference in scalar potential
between the layers in BLG, piezoelectric nature of hBN. Based on the linear
dependance of electric field (D/ε0) with strain and the linear dependance of
D/ε0 on D(ε = 0)/ε0, we tentatively conclude that the bending also affects
the interlayer distance of BLG, with an effective Poisson ratio of -0.15 in the
z-direction at an applied electric field of 0.2 V/nm and in plane strain of 1%.
The other discussed mechanisms like change in scalar potential in the two lay-
ers due to strain variation can result in a similar order of magnitude of electric
field but doesnot capture the dependance on strain (ε) and the applied electric
field (D(ε = 0)/ε0). The non-reversibility of the effect observed can be due
to the hsyteresis at edge contact, as the top gated device has additional 30

138

7



7.4 Summary

nm thick Graphite/hBN stack on top which might have made it difficult to
return back to the initial state after unstraining. The secondary dirac point
(sDP) in the system at finite electric field also exhibited changes with strain.
The dip in the resistivity at sDP for a fintie electric field is not understood
yet. It can be related to bandgap change around sDP with the applied electric
field. And with strain, the resistvity at the dip increases, which might indicate
that bandgap at sDP increases with strain. It can be that strain also change
the interlayer interaction between BLG and hBN by causing changes in the
interlayer distance.

As the device structure involves more additions like top gate, it can also make
the strain experiments non-reversible due to possible mechanical hysteresis.
Improvement of device design for strain experiments in top gated devices is
still something where there is room for improvement.

7
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3 μm

This chapter introduces the possibilities of controlled strain engineering in
encapsulated graphene device junctions. The edge contacts play important
role in inducing strain in the clamped 2D material, when the substrate is
bent. First section discusses the possibility to enhance strain by exploiting
the geometry of the device junctions. One such possibility is shown with
Quantum Point Contact1(QPC) shaped junctions, where the center region is
narrower compared to the contact region which is wider. In addition to strain
tuning, strain gradient tuning is demonstrated in two different geometries, a
QPC device geometry and a trapezoid device geometry. QPC shaped device
under strain results in strain gradient along the x-axis, whereas with trapezoid
geometry it is possible to generate tunable strain gradient in y-axis. The
technique of strain patterning opens up new possibilities for experiments in
other 2D materials especially 2D semiconductors where strain can tune the
band gap [93].

1Optical image of QPC shaped encapsulated graphene devices.
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8.1 Introduction

The magnitude of strain itself plays an important factor in determining the
type of strain effects that can be observed in the bandstructure of graphene [34].
A free-standing graphene lattice can withstand tensile strain upto 26-28% be-
yond which it will reach the fracture point [19, 21, 34]. However, in a device
fabricated for charge carrier transport, metal-graphene edge contact interface
is prone to mechanical fracture for a tensile strain close to 1% [91]. The maxi-
mum strain obtained from strain setup II is ∼ 0.13%, is it possible to enhance
strain beyond this limit will be explored.

This chapter discusses the role of geometry of device junction in engineer-
ing strain as well as strain gradients. The Raman mapping experiments in
this chapter are carried out at 1.6 K, in the newly designed attocube strain
setup II, as described in Ch. 4.

8.2 Geometry as a strain engineering parameter

The strain generated in the graphene device junction is limited to the range
of 0.1-0.2% for the maximum distance moved by piezo walkers to bend the
substrate in strain setup II, shown in Sec. 4.9. The distance moved by piezo
walker in strain setup II is represented by ∆z (equivalent of distance moved
by wedge in strain setup I). For the same ∆z, force per unit width along the
edge contact is assumed to be the same. The geometry of the device junction
is another knob which can be used to check whether it is possible to enhance
strain for the same ∆z. A test experiment was carried out to check whether
the variation in width along the length of junction can result in more strain
at the narrower regions. If this is the case, then it would mean that the
force acting along the edge contact is now distributed over a smaller width,
resulting in more tensile strain in those regions. A quantum point contact
(QPC) shaped junction are wider at the ends and narrow at center region. In
this section, the strain distribution obtained in such QPC shaped junctions
at room temperature and low temeprature will be discussed. Spatial Raman
mapping of 2D peak position is used to obtain the strain distribution for
different ∆z, as shown in sec. 4.9.

8.2.1 Room temperature bending experiment
The design of the device junction is based on wider contact region followed
by a narrow central region, as shown in the optical image of the device(J1) in
Fig. 8.1(a) resembling a QPC(Quantum Point Contact) shaped device geom-
etry. The width of junction at the edge contact side is 6 µm, and the width
at center is 1.5 µm. The left and right side of the junction turned out to be
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slightly asymmetric after fabrication.

A bending experiment with spatial Raman mapping is carried out to look
into the evolution of strain pattern in the shaped junction. At ∆z = 2 mm,
the redshift of ω2D at the center of junction is more than at the edge contact
region, as shown in Fig. 8.1(d). The difference map shown in Fig. 8.1(e) be-
tween ∆z = 2 mm and ∆z = 0 mm tells about the relative spatial changes
in ω2D (∆ω2D) or in other terms its the spatial strain distribution. The shift
of ω2D (ω2D) with ∆z is used as a measure to quantify the tensile strain (ε)
using ∂ω2D

∂ε
= -54 cm−1/% strain [74], discussed in subsec. 2.5.3.

The width ratio of the junction at the center and edge contact region is 1:4.
From our assumption, the force at the edge contact region is distributed at a
narrower central region. Thus, force per unit width at the center of junction
is four times than at the edge. In the linear stress - strain regime, force per
unit width is proportional to strain. This means we can expect the centre of
junction to be four times more strained than at the edge contacts.

The region close to the edge contact on either end of the junction is under
strain of around 0.2% whereas at the center of the junction it is around 0.7-
0.8%, see Fig. 8.1(d). This gives the ratio of strain at center to the edge contact
region around 3.5-4. Thus, the estimate for the strain from force distribution
carried out above almost matches with the strain distribution from experi-
ment. The four corners of the junction along the contact edge are blue shifted
compared to the center region or in other words four corners are the least
strained region in the device area. One possibility is that the corner regions
are free to move under the application of force by the edge contact, which
might lead to less strain at the corners. Thus analysing the strain pattern
can give indications to the boundary conditions in the system. On comparing
such a shaped junction to a square/rectangle geometry (sec. 4.9), the force
distributed per unit width of junction varies over the length of the junction.

Thus, with geometry it is possible to enhance strain locally for the same ∆z.
The force distribution seems to follow the inverse of width distribution of the
junction along the length in such QPC shaped geometry resulting in more
strain at the center compared to the edge contact region.

8
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Figure 8.1 Spatial map of ω2D in QPC shaped junction at room
temperature. (a) Optical image of the device junction J1. (b,c,d) Spatial
Raman map of ω2D for bending distance ∆z = 0, 1.2 mm,2 mm. (e) The
difference of the spatial Raman map between ∆z = 2 mm and at ∆z = 0 mm.
The redshift of ω2D is more towards the center of J1 and thereby more tensile
strain at the center.
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8.2.2 Low temperature bending experiment
The same bending experiment was carried out at low temperature (1.6 K) to
check whether a similar magnitude of strain can be obtained at the center of
the junction. The change in width of the device junction J1 (Fig. 8.1(a)) from
the edge contact side to center of junction is steep and this might have resulted
in four corners to be the least strained region. So the shape of the junction is
slightly modified by making a less steeper change in width from contact region
to the central part of junction. The width of junction at the contact side is
2.6 µm and at the center of junction is ∼ 160 nm. Raman mapping carried
out at low temperature in device junction (J2), is shown in Fig. 8.2(a). After
∆z > 2 mm, there is a slight tilt in the raman mapping image, which appears
to be an issue from the setup. The strain setup is fixed to the scanners for
Raman mapping and the coaxial cable for the piezo walkers is connected to
the outer titanium cage of the strain setup II. The issue looks like somehow
the coaxial cable exert slight force on the scanners via the outer titanium cage
of the strain setup. At low temperatures, the coaxial cables become stiff, and
which may contribute to issue.

From Fig. 8.2(a), the overall distribution of strain (ε) in J2 looks similar to
J1, as the central part of junction is under more tensile strain than near the
contact edges. The cross section along x-axis through the center of junction
at different positions along y-axis is shown in Fig. 8.2(b) for ∆z = 2.6 mm,
where the zero in the y-axis is taken to be at the center of the junction. The
cross section overlaps except at few positions in x-axis, which can be due to
slight strain variations in those particular regions along y-axis direction. The
ω2D at the center of the junction in J2 varies within 3 cm−1, which in terms
of ε < 0.1%. Towards the left and right contact edges, the intial value of
ω2D is different, which can be due to either a different initial pre-strain at the
contacts or different doping from the contacts to the graphene [100].

8
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Figure 8.2 Spatial Raman mapping of junction J2 at low tempera-
ture.(a) Spatial Raman map of ω2D for the unbending and bending cycle in
J2 indicated by red arrows for the change in ∆z. The red dotted lines marks
the boundary of device. (b) Cross sections along x axis of the spatial ω2D map
at ∆z = 2.6 mm for different positions at y axis. The center of the junction
shows more redshift in ω2D and thereby more tensile strain at the center. The
zero in the y axis is taken at the center of junction.
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Figure 8.3 Evolution of cross-section of spatial Raman map of ω2D at
y = 0 with ∆z in J2. (a) Cross section along x axis at y = 0 for different ∆z
from the spatial Raman maps in Fig. 8.2(a). The cross section shows that red
shift of ω2D depends on the position along x axis and the maximum occurs at
the center of junction(x ∼ 3.4 µm). (b) Raman map at ∆z = 1.3 mm is more
uniform over the whole junction compared to that at ∆z = 0, 0.6 mm where
at the center of the junction ω2D is blue shifted compared to the other regions.
So the cross-section at ∆z = 1.3 mm is chosen as the reference with respect to
which changes in ω2D will be described for other ∆z. The plot shows change
in ω2D(∆ω2D) on the left axis with respect to the cross section at ∆z = 1.3
mm. The corresponding ∆ω2D is converted to strain(ε) on the right axis.
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Fig. 8.3(a) shows cross, section of spatial raman map of J2 along x-axis at y
= 0 for different ∆z. For ∆z = 0 and 0.6 mm the center region of J2 (x ∼ 3.2
µm) is blue shifted in ω2D compared to the other regions. This feature is also
present in J1 (Fig. 8.1(b)) at ∆z = 0, where ω2D in the center of the junction
is blue shifted with respect to the other regions in the device junction. Intially
when the device junction is not under tensile strain, the center of the junction
is free from tension due to clamping which is present at the region near to
edge contacts. At ∆z = 1.3 mm, the spatial raman map is more uniform in
comparison to that at ∆z = 0 and 0.6 mm and thus the cross section at ∆z =
1.3 mm is taken as a reference to describe the changes in the cross section of
ω2D (∆ω2D) for rest of the ∆z. The corresponding plot is shown in Fig. 8.3(b).
For ∆z > 1.3 mm, the magnitude of ∆ω2D increases with ∆z, and in terms of
strain(ε) it can be read out from the axis in right of Fig. 8.3(b). The maximum
strain obtained at the center of J2 is around 0.48%. The average of the ratio
of strain at the center to the contact region on both the left and right side of
the junction is around 8.9, from Fig. 8.3(b). The ratio of the width at contact
region to that at the center is ∼ 16. But the strain obtained at the center
is only around half of this factor. It might be possible that some part of the
tensile force is lost against the friction at the interface of graphene-hBN [130],
and not transferred to the central part of the junction. It can also be that
at low temperature edge contacts are not able to exert the same force for the
same bending as at room temperature, as the metals at the contact can be
more rigid at low temperature, resulting in less strain at center compared to
the estimate from width ratio.

At low temperature the magnitude of strain is less compared to room tem-
perature (upon considering the width ratio estimates), it can be that edge
contact is not able to pull the same way or it can also be a device to de-
vice variation due to difference in mechanical coupling of edge contacts to the
graphene. The strain distribution nearly follows the inverse of width distri-
bution along the junction at room temperature and but at low temperature
it less than from the estimate. Such a strain distribution results in a strain
gradient, which is discussed in next section.

8.3 Strain gradient

Apart from strain tuning, controlling the gradient of strain is also an important
knob in strain related experiments. The pseudo magnetic field predicted and
observed in STM experiments exist only in presence of strain gradient [38].
The idea of engineering strain gradients can be extended to the other van der
Waals material like TMDCs for engineering spatially varying band gap [27, 28].
In this section, we will discuss about engineering strain gradients in x,y-axis
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in the QPC shaped device geometry and in the trapezoid geometry.

8.3.1 QPC shaped geometry

In this geometry, the maximum tensile strain is at the center of the junction,
as shown in Fig. 8.2(a). The distance moved by piezo walker in strain setup II
is represented by ∆z (equivalent of distance moved by wedge in strain setup
I). For ∆z = 2.6 mm, the cross sections in Fig. 8.2(b) shows that variation of
ω2D along y-axis is small especially near the center of junction and variation in
strain will also follow the same trend. The cross section along x-axis shown in
Fig. 8.3(b) shows the change in strain (ε) along x-axis of the device junction
J2 for different ∆z. The gradient of this distribution of ε(x) will give the
strain gradient along x-axis and it is shown in Fig. 8.4(a). The strain gradient
close to the center of device (x ∼ 3.1 µm - 3.6 µm) seems tunable with ∆z.
Upon increasing ∆z, the strain gradient around the center region of junction
increases. The magnitude of the maximum of strain gradient along x direction
on either side of the center of the junction(x ∼ 3.4 µm) is plotted against ∆z
in Fig. 8.4(b). As mentioned in subsec. 8.2.2, ∆z = 1.3 mm is taken as the
reference for zero strain. So by changing ∆ z from 1.3 mm to 2.6 mm lead to
a change of strain gradient by 0.6%/µm around the center of junction (at x ∼
3.1 µm , x ∼ 3.4 µm).

Calculating the absolute change in length

The absolute change in length of the graphene under strain can be calcualted
if the strain distribution is known. By integrating the strain profile along the
x-axis in Fig. 8.3(b) gives the absolute change in length of the graphene under
tensile strain.

Let dx represent a length element along the x-axis. Upon tensile strain the
length of the element changes by δx. The tensile strain, ε = δx/dx. Thus,

δx = εdx (8.1)

∆Lx =
∫ L

0
δx =

∫ L

0
ε(x) dx (8.2)

where L is the total length of the junction, ∆Lx is the total change in length
under tensile strain, ε(x) is the strain profile. The length of the junction J2
is 4.9 µm. The plot of ∆Lx versus ∆z is shown in Fig. 8.4(d). The maximum
∆Lx obtained is 33 nm for ∆z = 2.6 mm.
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Figure 8.4 Strain gradient distribution in J2. (a) The gradient of the
ε along the x axis in Fig. 8.3(b) is plotted for different ∆z. The gradient is
maximum around the center of junction (x = 3.4 µm) at x ∼ 3.1 µm and x
∼ 3.4 µm. (b) The magnitude of the maximum of gradient about the center
of junction J2 plotted against ∆z. A tunable strain gradient is possible in
this geometry near the center of J2. (c) Strain distribution along x-axis in J2
at y = 0 for ∆z = 2.6 mm,from Fig. 8.3(b). The area under ε(x) gives the
absolute change in length of the device junction J2. (d) The change in length
of junction J2 (∆Lx) calculated from the integration of ε(x) curve for different
∆z. Since the reference chosen is at ∆z = 1.3 mm, the corresponding ∆Lx =
0. For ∆z = 0 and 0.6 mm, the calculated ∆Lx is negative indicating initally
the junction is slightly under less tensile strain that can be seen as a blue shift
in ω2D in the central region in J2 (discussed in subsec. 8.2.2).
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Comparison with a wider QPC geometry

A comparison based on the width of the central region in QPC shaped junction
on strain and strain gradient distribution between two junctions is carried out.
The junction J3 is of same geometry type as J2 but with twice the width of
the central region in J2. The schematic of the device junctions J2 and J3 are
shown in Fig. 8.5(b).

The cross section of the Raman map through y= 0 at ∆z = 2.6 mm is compared
for J2 and J3 in Fig. 8.5(c). The maximum strain at the center of junction
differs only by ∼ 0.06%. But away from center, J3 shows more extended distri-
bution of strain in comparison to J2. In other terms, the tensile strain is more
distributed around the center of junction in J3 whereas it is a sharp increase
in strain towards the center of junction in the narrow J2 junction. This is
reflected in the strain gradient plot in Fig. 8.5(d).

Thus, a tunable strain gradient around the center of junction is engineered
with QPC shaped device geometry. It seems a wider center region of such
QPC shaped junction results in broader distribution of strain along the length
of junction compared to a narrow one resulting in less strain gradient for the
former compared to later. Also, knowing the strain distribution can be used
to calculate the actual change in length of the graphene under strain.

8.3.2 Trapezoidal geometry
The device junction with trapezoidal geometry contains a shorter and a longer
length edge. The force exerted by the edge contacts upon bending the sub-
strate is assumed to be same along the y-axis for a given edge. Thus force per
unit width (f) is assumed to be uniform along the y direction. If we consider
the trapezoid as a combination of strips of width dW and length Ly at position
y along x axis. The Hooke’s law for a strip at a given position in y can be
written as,

fdW = κdLy (8.3)
where κ is the in-plane stiffness constant of graphene or it is the two-dimensional
Young’s Modulus [19, 21], dLy is the change in length of the strip element at
position y. This can be modified to get the strain of each strip,

fdW

Ly
= κdLy

Ly
= κεy (8.4)

εy = fdW

κLy
(8.5)

where εy is the tensile strain on the strip at position y. As show in Fig. 8.6(b),
length of bottom edge is less than at the top edge, Lyb < Lyt. Thus strain in
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Figure 8.5 Strain and strain gradient comparison in QPC shaped
junctions J2,J3. (a) Spatial Raman map of ω2D for the unbending and
bending cycle in J3 indicated by red arrows for the change in ∆z. The yellow
dotted lines mark the boundary of device. (b) The schematic of the geometry
of the device junction J2 , J3. J3 is more wider at the center of junction.(c)
Strain distribution along x axis at y = 0 for ∆z = 2.6 mm in J2 , J3. (d)
Strain gradient distribution in J2 and J3 for ∆z = 2.6 mm. J3 has a broader
distribution in strain resulting in less strain gradient in comaprison to J2.
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the bottom and top edge follows : εy( Lyb) > εy(Lyt).

From the Raman maps in Fig. 8.6(a), we see that the shorter bottom edge to
be more strained compared to the top edge which is longer. Fig. 8.6(b) shows
the cross section at different positions in x-axis as shown in the schematic of
the device junction. As ∆z increases, ω2D redshifts, see Fig. 8.6(b) and the
amount of redshift depends on the position in y axis. This indicates that there
is a strain gradient along y-axis direction. The redshift in ω2D is converted to
ε the same way as described in the previous sections. Fig. 8.6(c) shows the
plot of ε along the width of trapezoid at positions in x-axis marked by the
color in the schematic(Fig. 8.6(b)). The strain gradient along the y direction
is around ∼ 0.016%/µm for ∆z = 0.6 mm.

Thus, trapezoid geometry can be used to engineer strain gradient along y-
axis in Cartesian coordinates.
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Figure 8.6 Straining a trapezoid device geometry. (a) Spatial Raman
map of ω2D in trapezoid shaped device junction for bending and unbending
cycle indicated by the arrow for change in ∆z. (b) Schematic of the device
junction on the left side and on right side the cross section of ω2D map along
y direction for different ∆z at positions in x axis indicated by dotted lines in
the schematic. (c) The change in ω2D converted to strain(ε) as described in
Sec. ??. The variation of ε along y axis is plotted for different ∆z at positions
marked by green and blue dotted line in the schematic of device in (b). The
zero in the y axis is taken at the bottom edge of the trapezoid. For ∆z = 0.6
mm , ε develops slope along the width direction y resulting in a strain gradient
along y and it is ∼ 0.016%/µm.
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8.4 Summary

The maximum strain generated in a square shape geometry with strain setup
II at low temeprature (1.6 K) is ∼ 0.13%. For the same bending in a QPC
shaped geometry, a maximum of ∼ 0.4-0.5% strain is generated at it’s center
region, at 1.6 K. So, with geometry of the device junction one could locally en-
hance the strain in the device area. The strain distribution in QPC geometry
follows the inverse of width distribution along the length of the junction. In
addition to tuning of strain, the control on strain gradient is also demonstrated
with QPC and trapezoid device geometry. Thus we are able to engineer strain
and strain gradient parallel and perpendicular to the current direction in a
device.

Control on strain gradient can be a significant tuning knob for strain ex-
periments in the future for pseudo magnetic field [38] or in spatial band gap
engineering in TMDcs [27, 28]. But we are still limited by the magnitude
of strain within 1% in the setup which in turn control the magnitude of the
effects observed.
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9 Summary and Outlook

This doctoral thesis is focussed on applying strain to electronic (quantum) de-
vices in a controlled and in-situ tunable manner, with the aim of disentangling
strain effects in the active material from other, less interesting effects. We
will use mainly graphene or bilayer graphene as a test structure, because the
changes in the bulk properties with strain can be fairly directly understood
considering the corresponding C-C bond elongations, which is less intuitive
in more complex. A major part of the thesis looked into how to implement
controlled in-situ straining in practice, focussed on van der Waals materials.
In Ch. 4 we demonstrated the design, working of fully home built three point
bending setup (strain setup II) and how strain is generated in graphene using
this setup. The bending setup is combined with optics for confocal Raman mi-
croscopy in the attodrY2100 system from Attocube. The optics in the system
can accomodate polarization specific equipments. This new system allows us
to map the strain patterns using Raman microscopy at low temperature and
high magnetic fields along with the charge carrier transport or other optics
experiments in the setup.

The tensile strain has an impact on both the lattice of graphene and bilayer
graphene (BLG) as well as on the graphene-metal (Cr/Au) contact interface.
Ch. 5 showcases the effect of strain on graphene-metal (Cr/Au) edge contact,
which is visible in the two terminal differential conductance measurements.
Absence of similar changes in four terminal measurements shows that the
effect is possibly from edge contact interface. Also, the effects due to these
changes at interface seems to not affect the features at low carrier density where
the graphene channel dominates in conductance. The tensile strain seems to
improve the contact properties in terms of conductivity towards larger gate
voltage before the breaking limit of contact interface is reached. Strain can
have an impact on the contact properties through reduction in barriers at the
interface or through changes in chemical bond but the exact mechanism for
the effect oberved is still a question.

In Ch. 6 and Ref. [35] we show one of the effects of strain observed on the
crystal lattice of graphene that is the scalar potential. A similar effect ob-
served in BLG is also presented and compared to single layer graphene. In
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transport it appear as shift of charge neutralilty point (CNP) in gate voltage
or any other feature in conductance stemming from the bandstructure of the
system. The shift of CNP observed with strain is not due to bending induced
changes in the gate capacitance as in that case the shift of a given feature
should have scaled with the gate voltage. The strain induced scalar potential
shifts the Dirac cone down in energy. It can be understood as arising due
to changes in the next nearest neighbour hopping with strain which describes
the changes in on site energy of the sublattice atoms. The rate of change of
scalar potential with strain, defined as scalar potential constant is of similar
magnitude in both graphene and bilayer graphene (BLG).

Interlayer interaction makes BLG special compared to graphene and it posses
additional degree of freedom of interlayer symmetry. Ch. 7 first showcases the
effect of strain on the transport around CNP. The increase in conductance
around CNP can be due to the mobility enhancement with strain around
CNP. Around CNP, the transport is limited by the mobility as it is linearly
dependant on charge carrier density upto a certain gate voltage before mo-
bility saturates and with strain, mobility in this regime increased. This can
be similar to strain enhancement of mobility by reduction in strain fluctua-
tions [53]. The dual gating is implemented in BLG devices to access control
over charge carrier density and electric field in the system. Further, when the
interlayer symmetry is broken with electric field, the strain seems to take the
role of electric field by increasing the broadening of conductivity curve along
charge carrier density (n). Few possibilities were discussed, that will lead
strain to generate an additional electric field in the system including change
in interlayer distance of BLG, difference in scalar potential between the layers
in BLG, piezoelectric nature of hBN. Thus the total electric field includes the
applied electric field and the additional field generated due to strain. Based
on the linear dependance of total electric field (D/ε0) with strain and the
linear dependance of total electric field (D/ε0) on the applied electric field
(D(ε = 0)/ε0), we tentatively conclude that the bending also affects the in-
terlayer distance of BLG, with an effective Poisson ratio in the z-direction of
-1.5 at an applied electric field of 0.2 V/nm and for an in plane strain of 1%.
The other possibilities doesnot captured the linear dependance of the total
electric field on applied electric field and strain. But the effect observed is
non-reversible in strain. The device structure with top gate includes an addi-
tional 30 nm of Graphite/hBN stack on top of the hBN/BLG/hBN stack, this
might have made the strain relaxation in the unstraining cycle difficult. Thus
the force released at the edge contact in the unbending cycle not enough to
move the BLG to the initial unstrained state.

The experiments so far discussed all relied on strain as the tuning knob. We
demonstrate in Ch. 8, the further possibility of tunable strain gradient as a

158

9



knob for the future experiments with strain. Strain gradients can be utilized
to create engineered electric field and magnetic fields [38] in the crystal lattice
through scalar potential and magnetic vector potential gradient. By making
use of geometry as an additional parameter, strain gradients along a desired
direction in xy-plane can be made possible. We demonstrate with a QPC
shaped geometry and trapezoid geometry the possibility to engineer tunable
strain gradients along x,y direction in Cartesian coordinates.

Outlook

The work done in the thesis shows tunable strain control on the fabricated
device junctions in the size range from 150 nm to 7 µm. The effects observed
were not only from the lattice but also from the edge contact interface. But
these effects on contacts seems to not affect the features at low carrier density
and that in four probe measurements and this helped to disentagle the effects.
The non-reversibility of the effects observed in top gated BLG device implies
the room for improvement in desigining such devices for strain experiments.
Also demonstrated the strain induced scalar potential effect on graphene and
bilayer graphene lattices. The technique of straining developed in the thesis
can be extended beyond graphene to other van der Waals material system.
A different material system will have a different bandstructure and the effect
of strain on other material system could be studied with the setup which can
combine charge carrier transport along with the optical experiments.

CrSBr, a van der Waals magnet, with strain of the order of 1% has reported to
show magnetic phase transition [32] from antiferromagnetic to ferromagnetic
state. The transport signatures under such phase transitions can be studied
with strain as the knob. In addition to transport, the optical experiments
combined with polarization optics can be utilized to look into the phase tran-
sition with more probes.

Quantum capacitance measurement [131] combined with strain can be an ex-
periment to know changes in density of states around CNP in BLG and thereby
know the effect of tensile strain on the mass of charge carriers. Or one needs to
combine scanning tunneling spectroscopy on strained lattices [132] to detect
the changes in density of states with tensile strain. These experiments can
give an insight whether the strain of order of 1% result in observable change
in mass of the charge carriers in BLG.

The possibility of generating strain gradient can be extended to TMDCs to
create regions of different band gap. One potential application of this can be
in the exciton funneling experiments [133]. The strain gradient creating wide
range of band gap in such material system makes it possible to absorb radia-
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tions in a larger range of wavelength, thus making a possibility in enhancing
the capability of existing solar cells.

One another possibility is developing strain sensors based on piezo electric
2D materials. The single layer of 2D material like hBN, MoS2 are piezo elec-
tric [122]. The in palne strain can induce poalrization in such systems which
can be used to sense the strain.
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1 Fabrication Recipes

The details of the fabrication recipes used will be discussed in the following.

1.1 Preparation of flexible substrate

1. Cut the 0.3 mm/ 0.2 mm thick large phosphor bronze plate into pieces
of 5 cm× 5 cm.

2. Polish the surface of the plate with a lapping machine. The plate is fixed
to a holder

3. Spin coat polyimide with a two-step procedure:
500 rpm/1 s/10 s
2500 rpm/5 s/60 s.

4. Soft bake at 170 °C for 3 min.

5. Repeat spin coating and soft baking (steps 3,4) for two more time to get
ticker polyimide film on the plate.

6. Polyimide curing: increase the temperature from 170 °C to 350 °C with
rate 4 °C min−1, bake at 350 °C for 30 min then switch off the hot plate,
let it cool to room temperature.

7. Spin coat a thick PMMA layer (∼1 µm) to protect the polyimide surface
before cutting into smaller pieces using a diamond wire saw.

1.2 Fabrication of hBN encapsulated graphene

1.2.1 Exfoliation
1. Dicing the fresh Si (with ∼285 nmthick SiO2) wafer into appropriate sizes

(∼1 cm× 1 cm).

2. Blow the cut Si wafer with N2/compressed air to remove any particles
from dicing .
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1 Fabrication Recipes

3. Exfoliate graphene or hBN on the wafer and identify them with an optical
microscopy.

4. Heating treatment can be used to increase the exfoliation yield especially
for graphene.

1.2.2 Polycarbonate(PC) solution preparation

1. Mix 0.8 g of PC with 20 ml of chloroform(CHCl3)

2. Continuous overnight stirring for around 12 h will result in dissolving
PC in CHCl3.

1.2.3 Assembly of hBN/graphene/hBN stacks

1. PC film preparation: drop caste PC solution (dissolved in chloroform
with 9 wt%) on a glass slide. Use a second glass slide to press and slide
against the first glass slide immediately. Let them dry in a fume hood.

2. Use a piece of scotch tape with a widow (∼1 cm×1 cm) cut in the center
to transfer the dried PC film onto a PDMS stamp ∼0.5 cm × 0.5 cm,
which is mounted on a glass slide.

3. Pick up top hBN layer with the PC film at ∼80 °C.

4. Pick up the graphene and the bottom hBN sequentially in the same way.

5. Place down the assembled stack onto the target substrate by heating to
170 °C to release the PC layer from the PDMS.

6. Remove PC film from the target substrate with chloroform (∼1 h). Chlo-
roform dissolves the PC fim while the stack will be adhered to th e target
substrate.

1.3 E-beam lithography and development

1.3.1 PMMA resist with cold-development

1. Spin-coat 420 nm PMMA and bake at 180 °C for 3 min.

2. Expose with E-beam (V = 20 keV; Dose = 450 µC/cm2).

3. Cold-development in IPA:H2O (ratio 7:3) at ∼5 °C for 60 s, blow-dry.
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1.4 Reactive ion etching

1.4 Reactive ion etching

1.4.1 CHF3:O2 plasma
1. Parameters: CHF3:O2 (80 sccm/4 sccm), P =60 W, p =60 mTorr. This

plasma is used to cut the stack with a controlled etching time for evap-
orating edge contacts.

2. Etching rates:
hBN: ∼20 nm/min
PMMA: <10 nm/min
Polyimide: negligible

1.4.2 SF6:Ar:O2 plasma
1. Parameters: SF6:Ar:O2 (76 sccm/3.6 sccm/5 sccm), P = 50 W, p = 25 mTorr.

This plasma is used to shape the stack.

2. Etching rates:
hBN: >300 nm/min
SiO2: ∼30 nm/min
PMMA: ∼80 nm/min

It is important to do a short O2 plasma etching after each SF6 plasma etching
step to remove the cross-linked PMMA layer due to SF6 plasma.

1.4.3 Ar/O2 plasma
1. Parameters: Ar:O2 (22 sccm/8 sccm), P =30 W, p =80 mTorr. This

plasma is used to remove PMMA or to etch and shape graphite.

2. Etching rates:
hBN: ∼2 nm/min
PMMA: ∼ 68-70 nm/min
graphene: ∼ 6-8 nm/min

1.5 Metal evaporation

1.5.1 Cr/Au leads
1. Type: E-beam evaporation

1
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2. Pumping to base-pressure of <2× 10−7 Pa

3. Evaporate away ∼30 nm of Cr before opening the shutter, since the Cr-
target oxidizes in ambient condition, where it is stored.

4. Open shutter

5. Evaporate 5 nm of Cr (0.7Å/s to 1.2Å/s)

6. Evaporate 110 nm of Au (0.7Å/s to 1.2Å/s)
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2 Lever arm calculation in dual gated BLG
devices

Figure 2.1 (a) Resistivity as a function of the top gate and bottom gate
voltage. The bright region is the CNP line, the black dashed line is a fit to
the CNP line. (b) Landau fan plot. ρxx with respect to n and B. As a guide
to the eye, the landau levels from CNP of BLG are shown with black dashed
lines.

2.1 Lever arm

The procedure used to obtain lever arms, ct and cb are the following : The
measured twodimensional resistance map as a function of the top gate(Vtg)
and bottom gate voltages(Vbg) as shown in Fig. 2.1(a). Ideally in the BLG as
a gap opens with electric field, we see a highly resistive line (CNP line), which
has a minimum and from there it increases monotonically with electric field.
By fitting a line on it, we can extract the lever arm ratio (cb/ct). Letm = cb/ct

The charge density (n) and electric displacement field (D) is related to the
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top and bottom gate voltage by,

n = (ctVtg + cbVbg)/e+ n0 (2.1)

The effective average displacement field(D) can be written as,

D = (ctVtg − cbVbg)e+D0

2 (2.2)

where n0 and D0 are the offset doping and offset displacement field in the
system. In Fig. 2.1(a), the CNP line is chosen as n = 0 and the resistance
minimum along CNP line gives the location of D = 0 . The (Vbg,Vtg) corre-
sponding to D = 0 is noted down and is used to solve Eq. 2.1,. 2.2 along with
using m. This gives n0 and D0. Let’s choose ct = 1, then cb = m. Thus,

n− n0 = (Vtg +mVbg)/e (2.3)

The next step is to do a quantum hall measurement by measuring the resis-
tance as a function of applied magnetic field and charge density at the D =
0 line, which is shown as a white arrow in Fig. 2.1(a). In the quantum hall
measurement, from identifying a known filling factor(ν) the exact density can
be calculated(nqhe). Now compare the density calculated from quantum hall
and that to Eq. 2.3.

nqhe = (eB/h)ν (2.4)
where B is the magnetic field. Also, nqhe = (ctVtg + cbVbg)/e. Thus we get,

nqhe
n− n0

= ct (2.5)

as m = cb/ct. Once we know ct, cb = mct
The lever arm obtained are : ct = 3.60× 10−4V−1m−2 , ct = 7.90× 10−4V−1m−2.

The offsets are : n0 = 1.8 × 1015m−2 , D0 = 0.065 V/nm.
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