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Introduction

The progress in fabrication technology and the miniaturization of nanostruc-
tured devices in the recent past has attracted a lot of interest in the field
of electronic circuits on the nanoscale where the system’s spatial dimensions
allow for the investigation of quantum phenomena. Since their first identifi-
cation by S. Ilijima in 1991 [1], carbon nanotubes (CNTs) have been imple-
mented in electronic junctions making use of their extraordinary electronic and
mechanical properties: A CNT is a quasi one-dimensional object on a length
scale where the combined observation of classical and quantum mechanical
effects is possible. It can give rise to ballistic electron transport or to the for-
mation of quantum dots where sequential transport of single electrons through
the structure can be achieved. The investigation of CNT quantum dots has
given insight into their intrinsic electronic properties, such as orbital degener-
acy [2] or curvature-induced spin-orbit interaction [3]. Since certain intrinsic
electronic features of CNTs are often masked by disorder that is introduced
during the device preparation process, the need for very clean CNTs without
any defects has lead to the fabrication of as-grown CNT devices, which are
often also referred to as ultra-clean CNTs, by J. Cao et al. [4] in 2005.

Since their introduction, such as-grown CNT devices have been shown to
be nearly defect-free and have lead to a considerable number of interesting
results during the last years [5-9]. In addition, they can yield very high me-
chanical resonance frequencies in combination with large quality factors up to
@ = 100,000 [10]. These properties make them useful for nanomechanical
applications in the quantum regime, since they provide the opportunity of
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reaching the quantum ground state of a macroscopic vibrational mode at cryo-
genic temperatures already in the mK regime. In contrast to conventionally
prepared CNT devices, the basis of the fabrication scheme is the synthesis
of the CNT being the very last production step. This prevents residues of
post-fabrication processes from sticking to the CNT. Furthermore, the electron
radiation applied to the device for imaging and localization is avoided, which
usually causes severe damage to the CNT even for electron beams in the low
keV regime [11]. However, this process needs the electrodes to be pre-fabricated
and additionally to have a deep trench in between them to ensure the CNT
to be suspended after growth and thus preventing influences of the substrate.
This limits the choice of contact materials, mainly by the CNT growth process
at high temperatures which will simply melt many of the contact materials
established so far, such as aluminum, for example. Therefore, platinum is the
main candidate for normal metal contacts at the moment.

Going a step further by using superconductors as contacts to such clean, as-
grown devices is a promising goal, since the combination of CNT quantum dots
with superconducting electrodes has already been shown to be a nice tool for
several applications and has lead to the observation of various effects, such
as gate-tunable supercurrents [12], has shown interesting results in Andreev
transport [9, 13-15], and has also exhibited the possibility to do enhanced
bias spectroscopy [16]. A further example is a Y-junction, consisting of a
superconducting and two normal electrodes, that provides the basis of a Cooper
pair splitter, a realization of a solid state source of entangled electron-pairs [17].
This has first been realized in an InAs nanowire [18] and a conventional CNT
device [19]. Generally, these so-called hybrid devices that consist of several
types of contact materials, such as superconductors, normal metals or even
ferromagnets, are promising candidates for a large variety of experiments [20].

Theoretical work suggests further promising combined applications of clean
CNTs and superconducting contacts. For example, a device that consists of a
CNT in direct contact to a superconducting substrate over its whole length is
supposed to allow for the formation and experimental observation of Majorana
fermions [21]. Furthermore, a suspended nanostructure can be cooled by an
AC Josephson current flow [22]. It is also suggested that the direction of a
Josephson current can be reversed in a CNT with strong spin-orbit interac-
tion [23], a phenomenon that is referred to as 0 — 7 transition and that has
already been experimentally investigated on a CNT quantum dot with super-
conducting contacts [24-26]. In addition, already lots of experimental work has
been done on the mechanical properties and vibrational effects in suspended
CNTs where the interplay of electronic transport with different mechanical
vibrational modes has been investigated. It is possible, for example, to extract



the resonance frequency of a CNT that is externally driven into transverse vi-
bration, by measuring the resonant response of the electrical current through
the device [8, 10, 27]. Furthermore, tunneling electrons can not only be used for
the detection of vibrations, but they can also excite the longitudinal stretching
mode in a suspended CNT [5, 28]. This coupling of longitudinal vibrations and
tunneling electrons can then lead to a suppression of current through the CNT,
an effect known as the Franck-Condon blockade [29].

Altogether, these are promising starting points for both, the fabrication of as-
grown CNTs with superconducting contacts and the prospect of new effects
and observations. Several interesting effects like spin-orbit interaction and vi-
brational excitations have already been investigated on such devices, but those
experiments have been done on normal metal contacts. Theoretical suggestions
of further effects on such devices like 0 — 7 transitions, make the preparation of
clean, as-grown CNTs with superconducting contacts a promising goal. This
project is about the road from the fabrication of such devices to their char-
acterization by electronic transport measurements at both, room temperature
and cryogenic temperatures. In the end, despite functional superconducting
contacts, clear signs of the superconducting proximity effect in as-grown CNT
devices could not be observed. However, the fabrication scheme itself was
established and resulted in clean devices that lead to some other interesting
results in the field of inelastic cotunneling and electron-phonon coupling. This
thesis is organized as follows:

Chapter 2 contains the theoretical background on the later investigated ef-
fects such as the electronic transport through CNTs quantum dots, combined
with the influence of superconducting contacts and mechanical vibrations. The
sample fabrication process is described in Chapter 3 including metal sputter
deposition, CNT growth, and an introduction to the measurement setup. Dif-
ferent properties and low temperature measurements of various superconduct-
ing contact materials and their suitability for the as-grown fabrication scheme
are depicted in Chapter 4. In Chapter 5, measurements on a conventionally
prepared CNT quantum dot with rhenium contacts are presented that show
signatures of the superconducting proximity effect and indicate the suitability
of rhenium as contact material. The subsequent experimental data is obtained
on as-grown CNT devices that at first yield gate-dependent inelastic cotunnel-
ing thresholds within the Coulomb blockaded regime, as they are presented in
Chapter 6. In the following, a quantum dot on a partly suspended CNT is
investigated in Chapter 7. Parallel lines inside the Coulomb blockaded re-
gion of the charge stability diagram are observed that are antisymmetric with
respect to zero bias. This is interpreted as a result of the formation of a par-
allel double quantum dot in a bundle of CNTs. Additional excited state lines
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suggest the excitation of longitudinal vibrations by tunneling electrons in the
second, weakly coupled quantum dot. Some preliminary results on a device
prepared after a different fabrication scheme with recessed bottom-gates and
conventional contacts are introduced in the last Chapter 8 before the final
summary and conclusion in Chapter 9.



Theoretical basics

Since their discovery in 1991 by S. Iijima [1], carbon nanotubes have created
a huge field of research due to their extraordinary electronic and mechanical
properties. This chapter provides the theoretical background to the subsequent
discussion on this thesis’ experiments about electronic transport through CNT
quantum dots (QDs) in combination with vibrational excitations and with su-
perconducting contacts. The electronic properties of CNTs are determined by
their diameter and their chirality; they can be either metallic, semiconducting
with different values for the band-gap, or metallic ones can also have a small
band-gap, induced by the curvature of the CNT. The origin of these charac-
teristics can be derived from the electronic band-structure of graphene which
is presented in the first part of this chapter. Furthermore, some phenomena
of single electron transport are introduced in a simple picture: If a short part
of a CNT is contacted by two metallic leads, this confinement leads to the
formation of a QD that can be loaded with single charge carriers that repulse
each other due to the Coulomb interaction and are influenced by many differ-
ent parameters. This results in various effects that are described in the second
part. Other effects that are observed in the experiments in the framework of
this thesis, such as negative differential conductance or the appearance of an
equidistant set of excitation lines, are introduced theoretically. In addition, the
explanation of the phonon blockade is given, which originates from the interplay
between electronic and vibrational transitions in a vibrating CNT QD.
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2.1. Electronic properties of carbon nanotubes

A carbon nanotube can be visualized as a sheet of graphene, a single atomic
layer of graphite, rolled into a cylinder with a diameter of 1 — 2 nm. This
tininess makes CNTs useful for experiments in the quantum regime, yet they
are able to carry very high current densities. In this section, the electronic
properties of CNTs and the formation of quantum dots are introduced.

2.1.1. Electronic band-structure of graphene

To understand the electronic properties of a CNT, it is helpful to begin with
the derivation of the band-structure of graphene by means of the tight-binding
method. In a second step, the chiral structure of a specific CNT is taken
into account by the zone-folding approximation. Graphene consists of a two-
dimensional honeycomb lattice where the unit cell contains two carbon atoms.
It can be characterized by the two primitive lattice vectors @; and ds, as it is
depicted in Fig. 2.1 (a). Since a single carbon atom has four valence electrons
of which three are forming strong covalent sp® bonds in the graphene plane
to the adjacent atoms, the fourth electron is in a p, orbital perpendicular to
the graphene plane. These orbitals can overlap among each other, resulting
in delocalized electron states and therefore determining the conductivity of
graphene. Applying the tight-binding model [30], that takes into account only
hopping between the nearest neighbors, yields the energy-momentum relation

E(R) = £7\/3 + 2cos(k - @) + 2cos(k - @) + 2cos(k - (@1 — @) (2.1)

with the overlap integral 7. The resulting band-structure is depicted in
Fig. 2.1 (b). It consists of two sub-bands m and 7* that join as cones at
the so-called charge neutrality points, or Dirac points, located at the vertices
of the hexagonal Brillouin zone. Of those six points only two are independent
and are referred to as valleys K and K’. Close to the Dirac points, where the
Fermi energy in the undoped state is located (Er = 0), the band-structure has
a linear dispersion (see Fig. 2.1 (c)), that means all charge carriers in graphene
move at the same velocity. This is in contrast to parabolic energy-momentum
relations of conventional electron systems and can be expressed as

E(R) = +hvg |R| (2.2)

for & = k — K, with Planck’s constant h and the Fermi velocity vr [31]. The
latter is given by vr = 3/2a0y/h ~ 8- 10° m/s for v = 2.9 eV [30] and the
inter-atomic distance ap = 1.42 A of the graphene lattice.
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Figure 2.1.: Lattice- and band-structure of graphene. (a) Structure of a graphene layer
with an inter-atomic distance of ag = 1.42 A. The unit cell of the hexagonal lattice
contains two atoms and is spanned by the primitive vectors @; and dz. (b) The band-
structure consists of two bands, 7 and 7*, joining at the K points of the hexagonal first
Brillouin zone. (¢) Close to the K points, the band-structure has a Dirac-like linear
dispersion.

2.1.2. Electronic band-structure of a carbon nanotube

A specific CNT can be described by its circumferential, or chiral vector
C = nd + ma, with n,m € N, that defines both, its symmetry and diam-
eter. This is depicted in Fig. 2.2 (a), where a CNT is obtained by cutting a
graphene sheet and rolling the extracted piece along Cintoa cylinder. The pair
of numbers n and m are the chiral indices (n,m), which are characteristic for
each CNT and determine its electrical properties. Figure 2.2 (b) shows exam-
ples of how to create the general CNT types armchair (n,n) and zig-zag (n,0).
All other CNTs with arbitrary chiral indices are referred to as chiral. The
electronic structure of a CNT is obtained by the zone-folding approximation
that introduces periodic boundary conditions in its circumferential direction.
This is valid, since CNT's are seamless objects, and results in a quantization of
the wave vector component x perpendicular to the axial direction, while the
axial component ) is effectively continuous, as here the electrons are free to
move over much larger distances. The quantization of k along C results in a
set of allowed values for x, that are obtained by

m-—-n

C-R=mndr, =2 ( +p) (2.3)
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with p € Z [31]. This leads to one-dimensional sub-bands, or a continuum
of K| states in each k1 mode, that are slicing the two-dimensional graphene
band-structure, as it is illustrated in Fig. 2.3 (a) by blue lines. The number of
the respective sub-band is denoted as p in Eq. (2.3).

The main contribution to charge transport are states in sub-bands with E(k)
close to Er, which here is equivalent to being close to K and K’. The exact
alignment between the allowed k states and the K points is defined by the
chiral indices via Eq. (2.3). The chiral indices also determine the number, the
spacing, and the length of the sub-bands [33, 34]. Hence, it becomes clear
that the kind of wrapping of a CNT determines its electrical properties: If c
changes with chiral indices that allow for a sub-band to cross the graphene
cones at a K point, there is a finite density of states available for all energies

p-e  e-e  s-a o o9 o
4 o4 a4 s—a (a) (b) 22 p#=0

od o9

»

s 5 se
et
s pd se
-4 L A R,
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” e et
° a0
oo b4
s od oo

(7,0) zig-zag

Figure 2.2.: (a) Cutting a strip in a graphene sheet and rolling it to a cylinder produces

a CNT. The direction of the roll-up defines the circumferential, or chiral vector c. (b)
Creation of a (4,4) armchair and an (7,0) zig-zag CNT with chiral indices (n,m).



2.1 Electronic properties of carbon nanotubes 9
K

) (6,0)\\ &KM ) (7,0)
\ % (@) %

E E
(b) \_/ ©)
E, E,
K i

Figure 2.3.: (a) The one-dimensional sub-bands arise from the circumferential boundary
conditions in a CNT that are folded with the first Brillouin zone of graphene, the
so-called zone-folding approximation. Examples for a metallic and a semiconducting
zig-zag CNT with chiral indices (6,0) and (7,0) are shown, respectively [32]. Joining
with a K point results in a finite density of states at the Fermi energy and consequently
in a metallic CNT (b), or otherwise a finite band-gap that attests for a semiconducting
CNT (c).

which accounts for a metallic CNT (see Fig. 2.3 (b)). In contrary, forbidden
K states at the K points result in a finite band-gap, thus a semiconducting
CNT (see Fig. 2.3 (c)), with their separation in energy determining the size of
the semiconducting band-gap. Calculating the energy dispersion via Eq. (2.2)
including Eq. (2.3) results in:

E(nn)—iZTF\/(m;”er)an(H2d>2 (2.4)

with the CNT diameter d [31]. If E(x; = 0) = 0 holds for a certain sub-band
p, the CNT is metallic due to the non-presence of a band-gap. It turns out
that this is the case for (m — n)/3 = —p which leads to the following rule: for
m —n being a multiple of 3, the CNT is metallic otherwise it is semiconducting.
Thus, armchair CNTs are always metallic. Furthermore, the different possi-
bilities of electronic structures for CNTs with different chiral indices result in
a total probability of one-third of CNTs being metallic and two-thirds being
semiconducting [35]. However, since the zone-folding approximation ignores
influences stemming from the bending of the graphene layer and the resulting
variations in the overlap of the p, orbitals, it is possible that a finite small
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band-gap is induced in actual metallic CNTs by twist or strain [36, 37]. This
should happen only for chiral and zig-zag metallic CNTs but not for armchair
CNTs due to symmetry reasons [38]. They are referred to as quasi-metallic or
small band-gap CNTs.

2.2. Single-electron transport in carbon nanotube
quantum dots

Rolling graphene into a CNT produces a one-dimensional conductor whose
electrical properties depend on its structure which is described by the chiral
vector. The addition of further constraints also in the axial direction leads to a
confinement of the longitudinal electron waves as well. Hence, the CNT can now
be referred to as a zero-dimensional electronic island, where the quantization
of the electron waves results in the formation of a quantum dot (QD) with
discrete energy levels.

2.2.1. Quantum dots

Assuming the confinement along the CNT axis acting as a one-dimensional box
for the electrons and making use of the band-structure linearity near the Fermi
energy (see Eq. (2.2)), the energy level spacing is 8F = hvr/L [2] and yields

3.31

SF ~
L[pm]

meV (2.5)

for a metallic CNT of length L with the Fermi velocity vr ~ 8- 10° m/s.
This level spacing can be observed experimentally only if it is larger than
the thermal energy, i.e. 0F > FEi, = k7. Consequently, according to
Eq. (2.5), a QD in a CNT of reasonable length in the sub-pm regime can al-
ready be investigated in, e.g. liquid helium at ambient pressure, for which
Ewm(T = 4.15 K) ~ 0.36 meV. A typical device structure is depicted in
Fig. 2.4 (a), where the QD forms on the CNT between source (S) and drain
(D) contacts which are electrically isolated from the highly doped Sit™ sub-
strate by a thin SiO2 layer. The substrate can be used as back-gate in order
to electrostatically shift the QD levels in energy and thus change the number
of electrons on the QD via S and D.

As it is depicted in Fig. 2.4 (b), the description of such a QD system can be done
in a simple picture by a capacitive model, the so-called constant interaction
model [39-41], under two assumptions: First, the Coulomb interaction between
the electrons is not influenced by the number of electrons on the QD. Second,
the interactions of the electrons on the QD with the environment, which here
consists only of S and D contacts and the BG, are described by the system’s
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combined total capacitance Cs; = Cs + Cq + Chg. Furthermore, the QD couples
to the BG only capacitively via Cg, while its coupling to S and D via the tunnel
barriers can be characterized by the tunnel coupling strengths I's q and the
capacitive couplings Cs q, respectively. Hence, electrons can enter or leave the
QD only via S or D. The charging energy Uc is defined as the energy required
to add an electron to the dot in order to overcome the Coulomb repulsion of
the other electrons already on the QD, and it is related to the total capacitance
of the system via Uc = ¢*/2Cs. As a consequence, the energy levels are not
only separated by 6 F, but each level is split four-fold by the amount of Uc as
well, according to the typical four-fold degeneracy of a CNT QD. This stems
from two-fold spin degeneracy and the so-called valley degeneracy which has its
origin in the possibility of electrons to move clockwise or counterclockwise at
the same energy on the CNT circumference. As it is indicated in Fig. 2.3 (a),
there are always two sub-bands that are closest to a charge neutrality point, i.e.
symmetric at K and K’, corresponding to x, and -, . This can be visualized

N

@ T
E—— B

¢

cr :

R E

\' ¥

4
L Cbg S v D

(b) v [ ©

Figure 2.4.: Schematics of a CNT QD. (a) The CNT is contacted to source (S) and drain
(D) electrodes. The back-gate voltage Vi, is applied to the highly doped Sit+ substrate
that is electrically isolated from the contacts by a thin SiO2 layer. (b) A QD forms
due to tunnel barriers at the CNT-metal interface. It is capacitively coupled to S, D,
and the back-gate: Cs, Cq, Cpg. The coupling parameters I's and I'y characterize the
tunnel coupling to the electrodes. (c) Energy levels of a CNT QD. Its discrete energy
states are filled up to the chemical potential of the leads and separated by the charging
energy Uc for each electron and the level spacing §E for each electron shell that is
four-fold degenerate.
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as electrons in K and K’ valleys circling the CNT with opposing handedness.
Altogether, this results in an electronic shell with four electrons and thus, in
order to add the first shell-electron, the required addition energy sums up to
Faaa = Uc + 8FE; but for the addition of the subsequent three electrons, only
FE.qa = Uc has to be provided. This principle is depicted in the sketch of
discrete endergy levels of a QD in Fig. 2.4 (c).

Assuming metallic leads, the energy-dependent occupation of electron states is
given by the Fermi-Dirac distribution

1
fep(E,T) = ———— (2.6)
ekBT +1

with the chemical potential p of the leads. For low temperatures it can be
approximated as a step-function at p which can also be substituted by the
Fermi energy EF, since p = Ep for T = 0 (see Fig. 2.4 (c)). For E < Ep,
there is a continuum of occupied electronic levels while for £ > FEr, all of the
available states are empty. This applies for the QD as well: the discrete energy
states are occupied below Er and empty above.

The addition of single electrons to the QD can be observed by measuring the
electrical conductance through the dot which is very sensitive to the alignment

G
(@)
Vi
U +8E
U,
0
® NN N

Figure 2.5.: (a) Coulomb blockade peaks in differential conductance G through a CNT
QD. Shifting the energy levels by means of back-gate voltage Vig results in a peak
as soon as a level is aligned with Ex of the leads. Each electron shell contains four
levels due to spin and valley degeneracies. (b) A Coulomb blockade diamond pattern
is gained in a two-dimensional stability diagram by applying an additional bias-voltage
Vsa. The number of electrons on the QD is given by the integer n.



2.2 Single-electron transport in carbon nanotube quantum dots 13

of the QD’s energy levels with respect to the Fermi energy in the leads. Only
if Fr is in resonance with one dot level, electron transport through the QD
becomes possible; otherwise it is blocked and the situation is referred to as
Coulomb blockade. The level positions on the QD can be shifted in energy by
means of a voltage applied to the back-gate, V4z. Thus, a measurement of the
differential conductance G = dI/dU through the QD as a function of V4,4 yields
a set of so-called Coulomb peaks, as it is sketched in Fig. 2.5 (a). Their inter-
peak distance corresponds to the respective value of F,q4q4 and displays the four-
fold degeneracy of the QD levels. By applying an additional bias voltage Viq to
S and D, a two-dimensional pattern, the so-called stability diagram, is observed,
as it is sketched in Fig. 2.5 (b), where the line along Vsq = 0 corresponds to the
graph in Fig. 2.5 (a) and exhibits conductance peaks at the so-called charge
degeneracy points. Thus, the lines are ridges of high conductance, whereas the
grey-shaded regions are called Coulomb blockade diamonds. The shape of the
diamonds can be explained in a simple picture: starting at a charge degeneracy
point, both, Via and Vg have to be increased/decreased simultaneously in
order to sustain the alignment of the QD level to the chemical potential of the
lead keeping electron transport through the dot available. This corresponds
to the linear edge of a Coulomb diamond with positive/negative slope. The
picture can be applied to all boarder lines of the diamonds. An example of
an actual measurement on an as-grown suspended CNT device is shown in
Fig. 2.6. Here, only a two-fold degeneracy is observed; most likely because
the orbital degeneracy is lifted due to disorder in the CNT. By determining
OF ~ 7 meV as depicted in Fig. 2.5 (b) and applying Eq. 2.5, the QD length

“Q
5 S
= S
E| 3
% Qo
-5H <

S

-7.9 -7. ng % -7.7

Figure 2.6.: Stability diagram measurement of a Coulomb blockade pattern on the
suspended, as-grown CNT Device D1 of which an electron micrograph is shown in
Fig. 3.2 (e). The clear two-fold symmetry is due to spin degeneracy while the orbital
degeneracy is lifted. A possible reason would be a disordered CNT.
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can be estimated to L ~ 0.5 um. This is in good agreement with the length
of the suspended part of the CNT between the electrodes, as it is shown in
the electron micrograph of Fig. 3.2 (e). Furthermore, the Coulomb blockade
pattern of this measurement appears quite regular and stable.

However, it is not as highly symmetric as the one sketched in Fig. 2.5 (b).
This is because of the typical asymmetric biasing in experiments, i.e. Viq is
applied to S while D is set to ground, which results in a finite tilt of the
diamonds, or different slopes of the positive s(;) and negative s_) diamond
edges, respectively, as it is depicted in Fig. 2.7. Since the slopes are related
directly to the capacitive couplings of a QD to S, D, and BG, it is possible to
determine the latter from experiment by measuring sy and s(_y and applying
the equations given in Fig. 2.7. In order to do so, the system’s lever arm has

Sy = Gy /(G- C)

5, = -Cbg / CS

n = AV AV, = C/C

Figure 2.7.: The different situations for the energy levels at four different point of a
Coulomb diamond. Vi needs to be changed in order to keep the level aligned for
finite Viq. The various capacitances of a QD determine its coupling to the environment
and thereby the two slopes of the diamond edges. Especially for asymmetric biasing,
with drain contact on ground, the resulting diamond is typically tilted and not mirror-
symmetric. The lever arm 7 determines the efficiency of the back-gate coupling with
respect to bias-coupling (adapted from Ref. [41, 42]).
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to be calculated via n = AViq/AVpe = Che/Cx. It accounts for the different
capacitive couplings of the BG and the leads, where the former is typically much
weaker due to the insulating SiOs layer between BG and CNT. Thus, 7 is a
measure for the back-gate efficiency, i.e. which value for V4,4 corresponds to Viq
in order to achieve the same energy shift in the system. Hence, 1 can be read
directly from the dimensions of a Coulomb diamond. The stability diagram
leads to further information on the QD system’s properties: For example, Uc
and 8 F are directly given by the vertical size of the diamonds and the additional
size for every forth diamond, respectively. Furthermore, the tunnel coupling
I' = I's 4+ I'q determines the full width at half maximum (FWHM) of the
Coulomb peaks, as long as I' > kgT (see Fig 2.5 (a)).

The confinement of the electronic wave function is realized by two metallic
contacts which leads to the formation of tunnel barriers at the interface to the
CNT. The height of these barriers is determined by various parameters, such as
the cleanliness of the interface in combination with the total contact area, the
kind of contact material, especially due to its characteristic work function ®,,
and the CNT itself, since for semiconducting ones, there can be an additional
Schottky barrier [43]. Chapter 2.5 will focus on such influences on the contact
at the CNT-metal interface.

So far, only first-order resonant tunneling processes have been considered, i.e.
tunneling events that imply sequential transport of single electrons through the
QD. There are also second-order processes, where the simultaneous tunneling of
two electrons is involved. Those can allow for additional transport signatures,
such as the so-called cotunneling thresholds, within the Coulomb blockaded
regions and will be focused on in the following together with excited state lines
that occur if more than one energy level is positioned within the bias window.

2.2.2. Sequential tunneling and cotunneling processes

As shown before, the Coulomb blockade of a CNT QD can be overcome by
either applying Viq4, or by shifting the QD levels via V4, in order to align one
of them with the chemical potential of the leads. A further increase of the bias
up to the level of an excited state of the QD leads to an additional conductance
channel becoming available for transport. This is typically accompanied by a
step-like increase of current for every excited state added to the bias window.
Thus, the corresponding stability diagram shows ridges of high conductance
running parallel to the edges of the Coulomb diamonds. The vertical separa-
tion in Viq is determined by the level spacing of the QD states. This principle
is shown in the schematic energy diagram and the corresponding stability di-
agram of Fig. 2.8, where the excited state lines occur outside the Coulomb
blockaded regions. Furthermore, it is also possible to observe features of other
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tunneling effects within the actual blockaded diamonds. These are second-order
tunneling events that are commonly known as cotunneling events since they in-
volve the simultaneous tunneling of two or more electrons [44]. They have been
observed in both, CNT [44-46] and two-dimensional electron gas QDs [47] and
are basically introduced in Fig. 2.9. Given very transparent contacts to a QD,
electrons are more likely to leave the QD to one lead and being replaced by
one from the other lead instantaneously.

Note the different kind of picture applied for the energy diagrams in Fig. 2.8 (a)
and Fig. 2.9 (a) compared to that of Fig. 2.4 (c): The former depicts all four
electrons of one shell split by the charging energy Uc, while in the latter, each
shell is represented by a four-fold degenerate single level that is separated by
the level splitting 6F from its neighboring shells, i.e. this picture does not
consider the Coulomb repulsion, since it does only play a minor role for elastic
and inelastic cotunneling effects. A fact that makes cotunneling spectroscopy
a nice tool to probe the level spacing of a QD. Furthermore it is possible to
investigate, e.g. the magnetic field dependence of the four-fold degenerate
excited state of a single electron on a CNT QD; from its different splitting the
spin-orbit interaction in CNTs has been been observed [6].

In contrast to those of first-order, second-order tunneling events imply the
simultaneous tunneling of two electrons via filled QD states that are positioned
energetically below the chemical potential of both leads. This is only possible
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Figure 2.8.: (a) Schematic energy diagram of a QD coupled to S and D at finite Viq. If an
excited QD level enters the bias window, an additional channel becomes available for
transport. (b) This yields a ridge of high conductance running parallel to the Coulomb
diamond edges in the stability diagram. This model does not consider the charging
energy Uc, thus each level represents a four-fold degenerate electron shell. They are
separated by the level spacing 8 F with 0 E < Uc for this specific example.
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for appropriate tunneling rates, i.e. very good coupling to the leads. Elastic
cotunneling events result in a finite current through the QD that depends
linearly on an applied bias voltage and therefore yields a constant value of
differential conductance G for all Vi, and for eVeg < 8E; even within the
actual blockaded regions. If eViq matches the level spacing, an additional
channel becomes available due to inelastic cotunneling, i.e. a cotunneling event
that leaves the QD in an excited state. This occurs if an electron leaves the
QD from its ground state to D while a second electron enters the QD from
S into an excited state, as shown in Fig. 2.9 (b). The inelastic cotunneling
threshold yields a step in G for eViq > OF, represented by the dark grey
areas in Fig. 2.9 (c). At the boundary of the Coulomb diamonds, the inside
cotunneling thresholds join the outside excited state lines.

Figure 2.10 shows the measured stability diagram of a CNT QD with rhe-
nium/tungsten contacts. Since the cotunneling features are quite weak, G is
plotted in a logarithmic scale. The previously introduced inelastic cotunneling
thresholds are clearly visible and joining the excited state lines at the boundary
of the diamonds. The asymmetric appearance of the excited state lines only
at one edge of the diamonds is attributed to different tunnel couplings I's and
T'q, respectively. The measurements are done at a temperature of 7' = 23 mK
with the standard electrical setup in the dilution refrigerator that will both be
described in Ch. 3.5.

elastic inelastic . 7 \ /! \ / \
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Figure 2.9.: (a) Schematic energy diagram of a QD well-coupled to S and D with 8 E < Uc.
Due to elastic cotunneling events there is a finite differential conductance within the
blockaded region (light grey areas within the Coulomb diamond. (b) For eViq > 6FE
the cotunneling current is increased by inelastic processes via virtual states (dark grey
areas in (c)). (c)) In the corresponding stability diagram, the horizontal cotunneling
lines do basically not depend on back-gate voltage but only on 8 E.
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Figure 2.10.: Measured stability diagram on the CNT QD Device C1 with rhe-
nium/tungsten contacts at 7' = 23 mK. It yields both, inelastic cotunneling thresholds
within the Coulomb blockade diamonds and excited state lines running outside and
parallel to their edges. Since the cotunneling signal is much weaker, the color code is
given in a logarithmic scale in order to make both effect visible in the same plot.

2.2.3. Gate-dependent cotunneling thresholds

Inelastic cotunneling thresholds (ICTs) are supposed to occur as horizontal
features in the stability diagram, because they reflect the level spacing, which
is usually independent of the actual level position on a small gate voltage range.
Thus, they should not dependent on the gate voltage, which is proportional to
the level position. This is the case for the measurement of Fig. 2.10. However,
applying an external magnetic field to this device results in a finite tilt of the
ICTs which is symmetric with respect to Viq = 0, as can be seen in Fig. 2.11.
Similar results have already been reported on CNT QDs [16, 45, 46] where this
feature is explained by the large coupling strength of the QD to the leads. This
can give rise to level renormalization effects that are induced by the enhanced
tunneling between one of the QD orbitals and the leads and finally result in a
finite gate dependence of the ICTs within the first two Coulomb diamonds of
a four-electron shell on the QD.

The basic principle of this effect is explained in Fig. 2.12 by the example of a
four-electron shell that is occupied by a single electron and consists of two dou-
blets that are split in energy and, importantly, have different coupling strengths
to the leads. This is indicated by the width and color of the levels: broad and
red stands for strong, whereas narrow and blue represents weak coupling, re-
spectively. A stronger coupling leads to a higher rate of cotunneling events,
i.e. charge fluctuations. This results in a renormalization of the level energy or
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Figure 2.11.: Stability diagram measurement on the same Device C1 as in Fig. 2.10. Here,
applying a finite external magnetic field of B = 3 T parallel to the CNT axis results in
back-gate-dependent cotunneling thresholds at 7' = 23 mK

a tunneling-induced level shift towards lower energies that can be determined
within second-order many-body perturbation theory [45] and yields three im-
portant effects: First, the shift in energy is determined by the coupling strength
to the leads; hence, if the two doublets have different coupling strengths, their
resulting level corrections will differ, which leads to a change of their energy
spacing (see Fig. 2.12 (a),(c)). Second, closer to the charge degeneracy points
of the two neighboring charge states, the charge fluctuations are more pro-
nounced. And third, the fact that the charge fluctuations occur via the zero
@ /two @ electron charge state on the left/right side of the Coulomb dia-
mond, results in an increase/decrease of the level spacing at the respective side
within the one electron charge state (I). This is equivalent to a tilted ICT as
it is shown in Fig. 2.12 (b).

The fundamental principle of the different modification of the level spacing
is explained in the lower parts of Fig. 2.12: In the left side of the Coulomb
diamond, charge fluctuations between (D) and (0) are dominant via the strongly
coupled doublet (see Fig. 2.12 (d),(e)). That means the electron may leave and
enter the QD via a cotunneling process. Since these fluctuations lead to a
lowering of the respective level in energy, the stronger coupled doublet will
consequently experience a larger shift towards lower energy than the weakly
coupled doublet, resulting in an increase of their spacing. On the other hand,
on the right side of the diamond, the two electron charge state (2) is involved in
the fluctuations. In this situation, there is only one highly probable possibility
for tunneling via the strongly coupled doublet (see Fig. 2.12 (f)), while there
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are two possibilities for efficient tunneling via the weakly coupled doublet (see
Fig. 2.12 (g)). As a consequence, the latter describes the dominant fluctuations
process and the doublet splitting becomes smaller. A detailed description of
this phenomenon has been presented in Refs. [45] & [46]. Furthermore, it has
been shown, that the difference in the tunnel coupling strength of the two
doublets can be modified by applying a magnetic field parallel to the axis of
the CNT [46].

‘

Figure 2.12.: Two doublets of an electron shell occupied with one electron have different
coupling strengths to the leads, as indicated by broad/narrow levels for strong/weak
coupling of the red/blue doublet, which changes their energy splitting. Charge fluctu-
ations are most dominant close to the neighboring electron charge states. (a) In the
left side of the Coulomb diamond, fluctuations from the one electron charge state (D
via the zero electron charge state (0) give rise to an increase of the doublet splitting.
(b) This results in a shift of the ICT in the left side of the diamond to larger bias volt-
ages Viq. (c) In the right side of the diamond, charge fluctuations from (@ to the two
electron charge state (2) lead to a decreased doublet splitting and a shift of the ICT to
smaller Viq. The combination finally causes the tilted ICT in (b). (d,e) Charge fluc-
tuations from @ to (@) are dominant via the strongly coupled doublet. (f,g) Charge
fluctuations from @ to (@ are dominant via the weakly coupled doublet. (adapted
from Ref. [46]).
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2.2.4. Parallel double quantum dots in carbon nanotubes

So far, the discussion was focused on the properties of the basic form of single-
walled CNTs. However, they can also occur in the form of so-called multi-
walled CNTs which can be visualized as multiple layers of graphene rolled to
a cylinder, accordingly. Another possibility is that several single CNTs form
a bundle, similar to the seams of a rope. By measuring their diameter it
is possible to distinguish them, at least to some extent: Single-walled CNTs
usually have diameters of less than 2 nm that can be determined, for example,
by scanning tunneling microscopy or atomic force microscopy. In multiple CNT
systems, it is possible that several QDs form a parallel configuration, where each
of them is occupying one seam of a bundle or one shell of a multi-walled CNT,
respectively. If one of those parallel QDs is in Coulomb blockade, it does not
directly affect electron transport through the other dots which is in contrast to
a serial configuration [7, 49-51], where one blockaded QD would block transport
through the whole system. Furthermore, parallel QDs can interact with each
other, which has been investigated by K. GoB et al. [48, 52-54] on a bundle
of CNTs giving rise to the formation of four parallel QDs. Similar results
have been observed in a so-called Cgp peapod structure which consists of a
single-walled CNT with a chain of encapsulated Cgp molecules inside [54].
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Figure 2.13.: Sketch of the transport model of two parallel quantum dots with different
gate couplings and an inter-dot coupling by a hybridization with amplitude ¢. If the
side-dot is positioned asymmetrically between the contacts, the respective coupling is
also asymmetric (adapted from Ref. [48]).

To describe transport for such a special case of an interacting parallel dou-
ble QD system, the model sketched in Fig. 2.13 is considered: Two QDs are
contacted to source and drain and have different coupling strengths to the
back-gate. This leads to a common Coulomb diamond pattern in the stability
diagram for the stronger coupled dot, here referred to as the main-dot. Addi-
tionally, this pattern is superimposed with a second one, stemming from the
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main-dot

side-dot

Figure 2.14.: Sketched stability diagram of parallel QDs with different gate couplings. It
basically consists of two superimposed Coulomb diamond patterns where the stronger
coupled one yields smaller diamonds and is referred to as the main-dot. An asymmetric
coupling of the side-dot to source and drain results in strongly tilted diamonds.

so-called side-dot, which has diamond edges of much smaller slopes due to its
weaker gate-coupling, as it is shown in Fig. 2.14. Furthermore, the side-dot
can be very asymmetric if it is located much closer to one of the electrodes.

2.3. Carbon nanotube quantum dot with
superconducting contacts

A superconductor generally exhibits two main characteristics for temperatures
lower than its transition temperature, or critical temperature T5: Its resistivity
is unmeasurably small, i.e. the material is a perfect conductor, and additionally,
it is a perfect diamagnet, which means that external magnetic fields H are
expelled completely from its interior up to a critical field H.. Furthermore,
contacting a CNT QD to superconducting leads gives rise to many features due
to the superconducting proximity effect, i.e. the penetration of superconducting
charge carriers from the contacts onto the QD. For example, it is possible to
measure a supercurrent through a CNT between two superconducting contacts,
i.e. sending a direct current through the CNT while the voltage drop over
it equals zero [12]. Additionally, measuring differential conductance through
such a devices allows for the observation of the superconducting gap in a bias-
voltage-dependent plot. The basic principles of those effects will be introduced
in this section after a general introduction to the basics of electrical transport in
superconducting materials is given according to the so-called BCS theory which
can be found more detailed in, for example, the textbook of M. Tinkham [55].



2.3 Carbon nanotube quantum dot with superconducting contacts 23

2.3.1. The BCS theory of superconductivity

The BCS theory after Bardeen, Cooper, and Schrieffer [56] explains the zero
electrical resistivity by a weak attractive force that pairs two electrons in the
sea of conduction electrons. This force originates from the screened Coulomb
field of one electron and acts via phonons through the lattice on the other
electron. If this force exceeds the Coulomb repulsion, bound pairs of electrons
with both, opposite momentum and spin are formed. As a result, these so-called
Cooper pairs [57] have zero momentum and zero spin and, thus, no longer obey
Fermi statistics for the energy distribution of half-integer spin particles, but
Bose-Einstein statistics which is valid for bosons and allows the formation of a
many-body ground state including all those electrons with energies around the
Fermi energy Er. As a consequence, all electrons whose difference in energy
to EF is smaller than the binding energy of a Cooper pair, are forming Cooper
pairs in the so-called BCS ground state. This gives rise to an energy gap
at Er in the density of states (DOS) of the unpaired electrons, also referred
to as quasi-particles, as it is shown in Fig. 2.15 (a) for T = 0. The gap
separates occupied and empty states of quasi-particles and its total width is
given by 2A¢, according to the binding energy of the paired electrons. Hence,
the energy required to break up a Cooper pair determines the extent of the
superconducting gap which can be expressed together with the formation of
singularities at the gap edges by the superconducting BCS density of states
_ Ns(E) E

pecs(E) = No(Br) Re\/m (2.7)
where N, is the DOS in the superconducting and the normal conducting
state, respectively, and E gives the energy with respect to Fr. For finite
temperatures 0 < T < T, the occupation of quasi-particles is given by the
product of Eq. (2.7) and the Fermi-Dirac distribution (see Eq. (2.6)). Therefore,
thermal excitation of electrons and holes across the gap becomes possible, as it
is depicted in Fig. 2.16 (a). Increasing the temperature gives rise to a decrease
of the effective gap width and finally to a transition to the normal conducting
state at T' = T,. The temperature dependence of Ay follows the BCS theory
and is determined by the excitation energy of fermion quasi-particles, the DOS
at the Fermi energy, and the electron-phonon interaction strength [55]. For
T = 0, the relation

Ap(0)
ksT.

~1.76 (2.8)

can be derived, where the Boltzmann constant kg = 8.62 - 107° eV/K relates
temperature with thermal energy. The function A¢(7") decreases monotoni-
cally; near T' = 0 its temperature dependence is very weak [55], hence the gap
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is nearly constant. In order to decrease Ag, a significant number of Cooper
pairs has to be thermally excited to the normal state. Thus, if the temperature
is further increased, the closing of the gap occurs faster with 7" and close to Tt

it follows [55]
BofT) oy [y T
Aoy = LT 7 (2.9)

while the total trend of the gap width as a function of temperature can be
approximated [58] by

~ tanh (1.74 T _ 1) (2.10)
T

as it is is depicted in Fig. 2.15 (b).

As a consequence for experiments on superconducting contacts, it is favorable to
keep their temperature well below the critical temperature in order to have an
energy gap of reasonable width. Another important parameter for experiments
is the spacial size of a Cooper pair which is of the order of the BCS coherence
length & = hvr/mA(0) [55] with the Fermi velocity vr. It plays a role at the
interface of a superconductor to another system and determines the probability
of the injection of Cooper pairs via the superconducting proximity effect.

As the second main characteristic, a superconductor is a perfect diamagnet,
i.e. external magnetic fields are expelled completely from its interior. Any
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Figure 2.15.: (a) Schematic energy diagram of a CNT QD with two superconducting
leads. The quasi-particle DOS Ng(E) exhibits a total superconducting gap of 2A¢ near
the Fermi energy which causes a suppression of quasi-particle tunneling through the
QD within the gap. (b) Temperature dependence of the energy gap according to BCS
theory and approximated by Eq. (2.10).
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penetrating field induces the generation of screening currents by which it is
countered instantaneously; a feature that is called the Meissner effect [59].
Since this screening is carried by Cooper pairs, it is dissipationless unless the
kinetic energy of the Cooper pairs exceeds their binding energy. That means,
there is a critical magnetic field that breaks the superconducting charge carriers
and thus leads to a transition to the normal state. This feature can be used in
experiments to investigate a superconducting system in its normal state without
increasing the temperature. Generally, superconducting electrodes provide a
useful tool in CNT QD experiments; e.g. they can be used as a superconducting
tunnel probe to gain enhanced spectroscopic resolution due to the sharp peak
in the BCS DOS [60], in addition, they lead to an enhancement of cotunneling
spectroscopy with pronounced cotunneling thresholds [16].

2.3.2. Electrical transport through a quantum dot with
superconducting contacts

Superconducting leads generally cause a suppression of single-electron trans-
port through a QD in the low-bias regime that cannot be lifted by means of
back-gate voltage induced level shifts (see Fig. 2.15 (a)). Even in case of a
resonant situation, i.e. a QD level is aligned to the chemical potential of the
leads, tunneling through the QD is not possible due to the gap in the quasi-
particle DOS. Only applying bias of at least eViq = 2A¢ allows for a level
alignment with available quasi-particle states in the leads (see Fig. 2.16 (a)).
As a consequence, a measurement of the two-dimensional stability diagram
yields an additional vertical gap of zero conductance in the Viq sweep direc-
tion, amounting to 44y, as it is depicted as the grey area in Fig. 2.16 (b).
Since single-electron tunneling via the QD is not possible within the gap, the
resulting Coulomb diamonds are split and divided, respectively. In case the
bias voltage equals the total gap width, the probability of direct tunnel events
from electron-like states in S to hole-like states in D is strongly enhanced at
finite temperatures. Hence, even in an off-resonant situation, the peaks repre-
senting a high DOS at the gap edges of both leads give rise to horizontal ridges
of increased conductance for |eVsd| = 2Ay; they are depicted as blue lines in
Fig. 2.16 (b).

So far, only the ideal situation for zero temperature without any broadening
of the QD levels or the superconducting gap edge has been considered. Yet, in
most experiments [14], a small leakage current persists within the energy gap
even for the lowest temperatures, which cannot be explained by a decreased
gap width due to temperature effects or by thermal excitation of quasi-particles
across the gap. Thus, the so-called Dynes model [61] in the superconducting
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Figure 2.16.: (a) Schematic energy diagram of a CNT QD with two superconducting leads
at finite bias and thermally excited quasi-particle states across the gap due to finite
temperature. Charge transport is blocked within the superconducting gap and becomes
only possible if its width is overcome by applying bias of at least eViq = 2Ay, given a
proper alignment of one QD level via Vi,g. (b) The resulting stability diagram exhibits
an additional blockaded region of a total vertical width of 4A( that splits and divides
the original Coulomb diamonds. In addition, there are horizontal ridges of increased
conductance at eVyq = £2A¢ due to the peaks in the DOS of the leads.

leads is taken into account in order to characterize this finite leakage. It de-
scribes an effective smearing of the originally sharp peaks at -4 in the quasi-
particle DOS, which can be attributed to a lifetime-broadening of the states
at the energy gap edges. This broadening has been determined experimen-
tally [61-63] by measuring the electrical current through a superconducting
tunnel junction, which is given by

+oo
I(V)=1, / dE p(E)p(E +eV) [frp(E) — fro(E + V)] (2.11)

— 00

with the normal-state current I,,. This term is also approximately valid in a QD
system with superconducting leads if the back-gate is tuned to the middle of a
Coulomb diamond, since here, the off-resonant QD in addition to the barriers
can be considered as a combined tunnel barrier. In order to fit the measured
data, the BCS-like quasi-particle DOS of Eq. (2.7) has to be modified by the
introduction of an imaginary term -y to the energy that represents the lifetime
effects at the gap edge [61]:

E —iy
VI(E —i7)? — A2(E)

ppynes(E,7) = Re (2.12)
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Substituting this term for p(E) in Eq. (2.11) then yields the measurement of
I(V) where the broadening is determined by the v term. The application of
this Dynes DOS allows for the direct measurement of, for example, the quasi-
particle recombination time in a superconductor [61].

2.4. Phonons in suspended carbon nanotube quantum
dots

Their very low density of p ~ 1.3 g/cm3 in combination with a huge stiffness
displayed by a Young’s modulus of Y =~ 1 TPa lead to some extraordinary
vibrational properties of CNT devices, which therefore can not only carry an
electrical current, but it is also possible to excite various vibrational modes,
provided that they are, at least partially, suspended. The involved energy scales
of these distinct modes are rather different and strongly depend on the mechan-
ical properties of the CNT. Additionally, a coupling between the electronic and
vibrational system is possible, not only in single Cgo molecules [64], but also
in CNTs and can lead to a number of interesting effects, such as the so-called
Franck-Condon blockade, which is based on the Franck-Condon principle and
will be explained in the following. Yet first, a short introduction to the various
vibrational modes of a suspended CNT is given.

2.4.1. Vibrating carbon nanotubes

There are three basic vibrational modes in a suspended CNT that are gen-
erally distinguished: First, the transverse acoustic (TA), or bending mode, is
comparable to the motion of a guitar string and its oscillator zero-point mo-
tion is larger than 1 pm [27], as a consequence of the CNT’s very low mass.
In driven resonator experiments the TA mode is excited by applying an AC
driving voltage to either a nearby antenna [8, 10, 65] or a gate close to the
CNT [66]. If this driving frequency is nearly matching a mechanical eigen-
mode, the resulting increase of the displacement yields a larger variation of the
gate-capacitance to the CNT. As a consequence, charge is induced on the CNT
leading to a change of conductance. Frequency mixing techniques, where an
additional AC bias voltage is applied with a small frequency offset, allow to
detect the transverse vibrations even at room temperature [67]. Second, the
longitudinal acoustic (LA), or longitudinal stretching mode, can be excited by
electronic transport through the CNT and is observed at cryogenic tempera-
tures [5, 28]. And third, there is the radial breathing mode (RBM), where the
vibration arises in a periodic variation of the CNT diameter. It is widely used
for experimental determination of the diameter and the chirality [68] of indi-
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vidual CNTs by means of Raman spectroscopy. Scanning tunneling microscopy
experiments have shown that tunneling electrons in a suspended CNT can emit
and absorb phonons [69]. The energies of the different vibrational modes are
plotted in Fig. 2.17. Whereas the vibration energy E.i, = fw of the RBM is
independent of the CNT length L and equals Eyibrem ~ 28 meV/d[nm] [5]
with the CNT diameter d, the TA mode energy shows a length dependence of
L™2 [70] and is rather small [71] with Eyip ta = 10™* meV for a CNT of length
L =1 pm. The LA mode is inversely proportional to L [72] and exhibits

vh |Y
E = —/— 2.13
bLa =T/ (2.13)
with the vibrational quantum number v and Planck’s constant h. The funda-
mental mode v = 1 can be calculated to

110 peV

T T (2.14)

Eviv,ra =
Here it becomes clear that Eq. (2.13) yields, as a result of the huge Young’s
modulus and the low density of a CNT, a large energy spacing of the vibrational
modes that can be observed for thermal energies Fiy, = kT < Eyip, with the
Boltzmann constant kg. This is already valid for temperatures in the low
Kelvin regime. Together with the fact that it can be excited by an electrical
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Figure 2.17.: (a) Different vibrational modes of a suspended CNT and (b) the according
oscillator energy scales. While the RBM only depends on the inverse CNT diameter d
but not on its length L, the longitudinal stretching mode and the bending mode exhibit
a length dependence of L~ and L~2, respectively (adapted from Ref. [5]).
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current, this keeps the experimental effort quite low for the investigation of
the longitudinal stretching mode. The vibrational modes are coupled to the
electronic levels of a CNT quantum dot, which will be explained in the following
according to the Franck Condon principle.

2.4.2. The Franck-Condon principle

An electromechanical system enables tran-
sitions that simultaneously change both, the
electronic and the vibrational quantum num-
ber in a molecule. They require the cou-
pling of two subsystems in the molecule of
very different properties; especially the mass
of the involved charge carriers m,- is much
smaller than that of the vibrating nuclei my,
which allows for a much faster movement of
the electrons. Thus, according to the Born-
Oppenheimer approximation, the electronic
and the nuclear motion become decoupled
and consequently, the latter is independent
on the exact coordinates of the electrons.
Therefore, changes in the wave function of
the electrons are essentially instantaneous
for the nuclei. The intensity of possible si-
multaneous transitions can be explained by
the Franck-Condon principle (FCP) [73, 74]7 Fig. 2.18.: Franck-Condon princi-
a spectroscopic rule that is based on these  ple. The much smaller mass of
T . . " the electronic system allows only
characteristics: during electronic transitions ;= . ons and results
the distance of the nuclei R does not change. in the excitation of phonons.
Figure 2.18 depicts the basic principle of pos-
sible transitions in, for instance, a diatomic molecule that is in its electronic
and vibrational ground state in a Morse potential: n = 0 and v = 0, respec-
tively, where n is the electronic and v the vibrational quantum number. An
electronic transition changes the electron density and therefore causes the nu-
clei to respond, i.e. excites a vibration. The electronic excited state n = 1
typically exhibits a larger internuclear separation R than the ground state.
According to the FCP, vibrational transitions have to occur vertically in this
energy-diagram. Therefore, an electronic excitation favors the vibrational tran-
sition from v to v’/. Hence, the final vibrational level is the one that has the
same R as the initial vibrational state.

R
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For a quantum mechanical explanation of the FCP, an electronic dipole tran-
sition is considered: from ¥,- and ¥, to ¥._ and Uy, i.e. from its electronic
ground and vibrational initial state to an electronic excited and vibrational
final state, respectively. The operator of the dipole is written as

A=l +fin=—e) Fite) ZR (2.15)
i j

with the charge —e (4+eZ) and positions 7 (R) of the electrons (nuclei). If
electronic transitions in this molecule are regarded as perturbation, their rates
can be calculated by means of Fermi’s golden rule

Timse = 27 [(f | /3]4)|* & (Bx — Er), (2.16)

a general expression for a transition rate Ti_,s from an initial state |i) to a
different final state |f), with the transition matrix ji. In perturbation theory,
these states are coupled due to some weak perturbation that accounts for a
finite overlap of the wave functions (see for example [75] for a more extensive
derivation). Applying this to the transitions 7" of the dipole, in combination
with the Born-Oppenheimer approximation, results in [76]:
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factor

Thus, the Franck Condon factor is defined as the overlap integral of the involved
nuclear wave functions. It yields a larger change of v for a larger change of R
during the transition. The second term is equal to zero because electronic wave
functions of different states are orthogonal for electronic dipole transitions.
For a constant R during the transition, the quantum number of the vibration
is the same before (v) and afterwards ('), as it is illustrated by the diagonal
line of possible transitions in Fig. 2.19 (a). If R changes, the possible transi-
tions are located on a parabola (see Fig. 2.19 (b)). The FCP not only explains
the excitation of vibrations by an electronic transition, but it can also describe
electron-phonon interaction in QDs where it can lead to a significant current
suppression in transport through QD in the low-bias regime for a strong cou-
pling between the vibrational and the electronic degrees of freedom. This effect
was theoretically predicted [77, 78] and experimentally demonstrated [29] and
is called phonon blockade or Franck-Condon blockade.
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Figure 2.19.: Possible vibrational transitions from v to v’ in a diatomic molecule, (a) for
a constant distance of the nuclei, and (b) for a changing inter-nuclei distance (adapted
from Ref. [76]).

2.4.3. Franck-Condon blockade

In a suspended QD tunneling electrons are able to excite phonons [5, 79, 80]
that can be observed in transport measurements as equidistant excited state
lines running parallel to electronic states of high conductance [28, 29, 64, 79, 81]
since transport is enhanced at multiples of the phonon’s energy hw. The FCP
describes the interplay between the vibrational and electronic degrees of free-
dom in a molecule and can be transferred to a vibrating QD: If additional
charge carriers enter the QD, they affect the vibrational system by deforming
the embedding medium and thereby shifting the equilibrium coordinate of the
oscillator by an amount proportional to the electron-phonon coupling [29]. A
theory on intrinsic electron-phonon coupling in CNT QDs has been introduced
by E. Mariani and F. von Oppen [80]. Consistent with experiments, it shows
that the largest electron-phonon coupling constant is obtained for the longi-
tudinal stretching mode, where it is given by g = 1/2(L/Lo)? [5], with the
quantum mechanical oscillator length Lo = 4/h/mw, mass m, and the CNT
length L.

A schematic description of the Franck-Condon blockade is shown in Fig. 2.20.
The vibrational potential for N electrons on the QD is given by the blue curve
with a phonon in its ground state. Adding an electron to the dot shifts the
potential by a value proportional to g. This leads to a small displacement for a
weak coupling g < 1 (see Fig. 2.20 (a)) and accordingly to a large displacement
for strong coupling g > 1 (see Fig. 2.20 (b)), respectively. For a small shift
only transitions to the ground state are possible, since the initial ground state
is essentially orthogonal to all excited states after the transition. In contrast,
for a large shift, the overlap of initial and final state with Av ~ 0 (small
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vibrational energy difference) is very small. This allows only for transitions to
excited states in the high-bias regime and at the same time causes a suppression
of electronic transitions in the low-bias regime. This resulting suppression of
current flow is called Franck-Condon blockade (FCB) and typically cannot be
lifted by means of a gate voltage.

The FCB can be modeled by a molecule weakly coupled to metallic contacts.
Transport through such a system is theoretically assumed to be caused by tun-
neling via one spin-degenerate electronic level in the presence of one vibrational
mode. This results in a strongly g-dependent suppression of conductance in
the low-bias regime [77, 78, 82]. For a large g, the Franck-Condon factors yield
transition rates that are exponentially small. Therefore, a large bias voltage of
eV ~ g’hw is necessary in order to overcome the blockaded regime and make
transitions to highly excited phonon states possible. Furthermore, the Franck-
Condon model predicts equidistant excited lines where the progression of the
peak heights is given by [5, 29]:

g'e’?
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In several experiments on vibrating QDs in the Franck-Condon regime, excita-
tions of phonons are accompanied by negative differential conductance (NDC)
[5, 29, 83, 84] that cannot be explained by the constant interaction model.
Thus, there is a lot of effort in theoretical models [85-88] to explain this fea-

Figure 2.20.: Schematic principle of Franck-Condon blockade. The phonon potential for
N electrons on the quantum dot contains a ground state (blue curves), whereas the
red curves represents the shifted potentials for an additional electron (N + 1). (a) A
weak electron-phonon coupling g leads to a small displacement and enables transitions
between the ground states. (b) For a strong coupling only transitions to excited states
are possible which require an increased bias voltage Vo > V7.
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ture. They include multiple electronic levels or an asymmetric coupling of the
junction [89, 90] as proposal to explain NDC. It is also attributed to spatially
dependent Franck-Condon factors that become asymmetric as the phonon and
electronic states have different locations and sizes on the QD [83, 91] or to an
asymmetric device in combination with weak relaxation of the phonon excita-
tion [77]. The respective lengths can be determined from experiment, where
the size of the Coulomb diamonds yields the size of the QD (see Eq. (2.5)),
while the energy separation of the vibrational sub-bands yields the length of
the vibrating part (see Eq. (2.13)). Another possibility is screening effects
being responsible for NDC [92]. Concluding, there a several different models
and possible explanations for NDC in the FCB regime. On the other hand,
NDC also appears in experiments on a non-vibrating QD [93], but since it im-
plies spin-polarized contacts, the only known origin of NDC in single QDs with
normal metal leads is the presence of vibrations.

2.5. The physics of carbon nanotube-
metal contacts

The electrical contacts between the leads and the CNT play a crucial role
in QD devices, since they have a large influence on the tunnel-coupling and
hence the transparency of the device. In addition to the cleanliness of the
interface, the formation of barriers and the overlap of the electronic states
of CNT and metal are important factors concerning electronic coupling. This
section gives an introduction to the formation of Schottky barriers at the metal
interface to semiconducting CNTs. It is based on the focused review article of
J. Svensson and E. E. B. Campbell [94]. Furthermore, electrostatic and density
functional theory models are considered in order to describe the formation of
tunnel barriers at metal contacts to metallic CNTs, which cannot be explained
by means of the Schottky barrier model. They are used to calculate the barrier
height for bulk systems on the mesoscopic and for molecule systems on the
atomic length scale, respectively.

2.5.1. Formation of Schottky barriers at semiconductor-metal
contacts

The simplest model to describe the barrier height between metal and semicon-
ductor is the alignment of the Fermi levels of the metal and the semiconductor.
Due to Fermi energy mismatch in the two bulks, charge carriers move across
the interface and leave a space charge or depletion region background in their
initial material. The mismatch of the initial Fermi levels of the metal Er ,, and
the semiconductor Fr s (see Fig. 2.21 (a)) then corresponds to the height of the
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so-called Schottky barrier that consequently forms at the interface. According
to the first theoretical description by Schottky and Mott [95, 96], the height of
the Schottky barrier for electrons and holes can be given by

q:'SB,e = ¢m - X (219)
cDSB,h = X+ Eg — gf)m (2.20)

respectively. The energy needed to remove an electron from Er m (Ers) to the
vacuum is given by the work function of the metal ¢, (semiconductor ¢s), while
the energy needed to remove an electron from the bottom of the conduction
band of the semiconductor with band-gap E is given by the electron affinity x.
Since semiconducting CNTs are typically of p-type, i.e. ¢m > ¢s, an example
of a Schottky barrier with a p-type semiconductor is sketched in Fig. 2.21 (b).
The sign of ®sp,n gives the type of contact: a positive value indicates the
existence of a Schottky barrier that results in an asymmetric I(V)-curve, a
so-called Schottky diode. For a negative value no barrier is present and the
junction is referred to as an Ohmic contact with constant dI/dV behavior.
Consequently, a low contact resistance between metal and semiconductor is
gained by choosing materials of similar work functions.

However, this simple model fails to describe an experimentally observed non-
linearity in the barrier height as a function of the metal work function [97].
Hence, another effect that is able to explain this reduced dependence of the
Schottky barrier height (SBH) on ¢m has to be taken into account. This is
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Figure 2.21.: (a) Energy band diagrams of separated metal and p-type semiconductor
with different work functions ¢m and ¢s, respectively. (b) If they are brought into
contact, the realignment of the Fermi levels EF ,, and Er s leads to the formation of a
Schottky barrier for hole transport at the interface of height ®gg,, and width w. (c)
Energy band diagram including metal-induced gap states (MIGS) at the interface. In
combination with their image charge in the metal they form a dipole that affects the
SBH: the difference between their charge neutrality level &g and Er adds to ®sp 1
(adapted from Ref. [94]).
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done by using the concept of Fermi-level pinning as it is shown in Fig. 2.21 (c).
At the metal-semiconductor interface, the electron wave functions in the metal
extend into the semiconductor and give rise to so-called metal-induced gap
states (MIGS) within the band-gap of the semiconductor. A charge neutrality
level @y can be defined [94] with respect to the top of the valence band in such
a way that it separates donor type from acceptor type MIGS. As a consequence
the Fermi energy level positioned below/above ®¢ determines whether the sur-
face of the semiconductor has a positive/negative charge. On the other hand,
Er coinciding with ®¢ yields no trapped charges at the interface. In combi-
nation with their image charge in the metal, the resulting MIGS then form a
dipole at the surface of the semiconductor which finally leads to a modification
of the Schottky barrier by a potential drop over this dipole and therefore the
SBH can be described by

<I)gB,e = ﬁ (I)SB,C + (1 - /3) (Eg - CI)O) (221)
Dign, = B Pspn+ (1—758)Do (2.22)

where 8 = (1 4+ ¢Dé&/¢)™" with the MIGS density D, the dipole dimension §,
and the permittivity of the interface e [94]. Hence, the SBH is mostly defined
by the interface states for larger D. For D = 0, Egs. (2.21) & (2.22) reduce to
the description from Schottky and Mott of Egs. (2.19) & (2.20).
Experimental investigations of the SBH as a function of ¢, have been done
for different contact materials to CNTs. Most of them have come to similar
results: Metals with high ¢, make good p-type contacts to CNTs, whereas low
¢m metals yield good n-type contacts [43, 98-100]. As discussed before, equal
work functions of metal and the CNT are preferable, where the latter is given
by ¢cnt = 4.9 £ 0.1 eV [94]. The best contacts, i.e. the junctions that yield
the highest currents, are obtained with palladium (Pd) and show a minimum
resistivity of Rmin = 6.5 k2 [98] with ¢pa = 5.1 eV [100].

Z. Chen et al. [101] have used a large set of devices to demonstrate the de-
pendence of the maximum current through the CNTs on the respective work
function of three different metals: Pd, titanium (Ti), and aluminum (Al). Fur-
thermore they have investigated the influence of different CNT diameters d.
They have concluded that the SBH is inversely proportional to d and in addi-
tion, that it is reduced with an increase of ¢, for three different contact metals
with: ¢pa = 5.1 eV, ¢ = 4.3 €V, and ¢pa; = 4.1 eV.

However, the effect of Fermi level pinning by means of MIGS makes it difficult
to predict SBH simply from the characteristic material properties ¢m and ¢s.
Additionally, other properties of the contacts have to be taken into account,
like wetting of the tendency to form covalent bonds at the interface, which also
affects the contact resistivity. This can be done by means of theoretical models
that will be discussed in the following.
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2.5.2. Electrostatic modeling of carbon nanotube-
metal contacts

In order to investigate the SBH for different metals, theoretical studies have
been done by F. Léonard et al. [102, 103] who use an electrostatic model to
calculate the potential distribution for bulk objects where the CNT is consid-
ered an ideal cylinder with a diameter of d = 1.4 nm. This method calculates
the energy of the bands and allows the modeling of real device dimensions.
Since the band-gap of a semiconducting CNT is inversely proportional to its
diameter (see Eq. (2.4)), it is expected that the SBH shows the same diameter
dependence, given that the work function of the CNT is independent of its
diameter. Their studies also predict that the SBH of a CNT-metal contact
should be fully controlled by the metal work function while Fermi level pinning
does not play a role [94], which is in contrast to bulk junctions.

However, the concepts of bulk semiconductor/metal contacts do not simply
apply for nanoscale devices [103], where the diameter of a CNT is too small to
allow for a full realignment of the semiconductor bands. Additionally, the effect
of Fermi level pinning is much less dominant in such quasi one-dimensional
structures.

2.5.3. Density functional theory modeling of carbon
nanotube-metal contacts

Theoretical studies on the atomic length scale usually consider two different
ideal contact geometries: either strong covalent bonds between the metal sur-
face and dangling bonds at the end of an open, uncapped CNT; or the side-
contact configuration of a CNT lying on the metal and linked by weak van der
Waals bonds [94]. Since almost every experimental study has been performed
on metals bonded to the side of CNTs, only calculations on this configura-
tion will be considered here. The density functional theory (DFT) is applied
in order to calculate the spatially dependent electron density in a many-body
system, which allows the consideration of the atomic configuration of small di-
ameter CNTs in combination with metal contacts. This is in contrast to bulk
systems in electrostatic models introduced before, but due to the requirement
of the large computational resources, with DFT only calculations of contacts
including a few hundred atoms are possible. However, DF'T modeling has led
to various interesting results:

V. Vitale et al. [104] have done DFT computations in order to study the in-
fluence of different contact materials and to gain information on the formation
of barriers and the electrical behavior due to the bonds that form at the in-
terface. They have observed that using Pd contacts leads to the formation of
more bonds compared to Al, and therefore a reduced SBH. This is depicted
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Figure 2.22.: Structure of the calculated side contacts to a (10,0) CNT for Pd and Al met-
als. Pd forms more bonds and therefore shows a better wetting of the CNT compared
to Al (Image taken from Ref. [104]).

in Fig. 2.22 and can be explained by the m-electron system of the CNT that
is almost exclusively involved in the chemical bonding to the Pd atoms. As a
result, the Pd atoms arrange in such way that the number of bonds is maxi-
mized, i.e. Pd tends to wet the CNT, which is in strong contrast to the bad
wetting of Al. They have concluded that in addition to ¢, also the character
of the chemical bonds at the contact determines the SBH.

The presented computational results suggest the conclusion that strong chem-
ical bonds between CNT and metal contact correspond to a good electrical
coupling. A combination with metals of similar work function with respect to
the CNT is supposed to yield an optimum contact with lowest tunnel bar-
riers [104, 105]. However, some experimental and theoretical studies have
presented a large discrepancy in the results for the SBH with contradicting
conclusions [94].

Although the origin is not quite clear yet, experimental investigations show a
tendency that the choice of material has strong influence on the transparency
of the contact. For example, Y. Matsuda [106] has shown that Ti yields the
lowest contact resistance to a CNT, followed by Pd, platinum (Pt), copper
(Cu), and gold (Au). Y. Zhang et al. [107] have deposited different metals
directly on a suspended CNT in order to observe their tendency to stick to it.
Their experiments have shown similar results and confirm that Pd has better
wetting properties regarding the CNT and therefore is able to form more bonds.
The metal on top of the suspended CNT has been either continuous (for Ti,
nickel (Ni), and Pd) or deposited as isolated particles (for Au, Al, and iron
(Fe)). This has been explained by different interactions of the respective metal
with the sidewall of CNTs which are likely to be related to strong covalent
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bonds resulting in a better wetting; whereas weaker van der Waals forces lead
to less bonds and the formation of isolated particles. The authors conclude
that stronger bonds correspond to a better electrical coupling.

Since most of the studies have been done on non-superconductors, different
materials have been checked in the framework of this thesis in order to find a
candidate that produces a low barrier and thus a higher chance for Cooper pair
injections onto the CNT QDs. Concluding from the Schottky barrier model of
this section, the high work function metal Re is a promising superconducting
material. On the other hand, Pt has the highest work function but tends to
make bad contact to CNTs. That is why besides the Schottky barrier also
theoretical studies on microscopic length scale have to be considered, in order
to take into account the chemical bonds and wetting properties of different
materials at the metal-CNT interface.



Fabrication methods for as-grown carbon
nanotube devices

Experimental results of the last years have shown that as-grown CNTs are
remarkably free of defects and yield effects not seen before in conventional
devices. They ask for a new preparation scheme, with the synthesis of the
CNT being the last step, to allow for their cleanliness. This chapter focuses on
the general preparation schemes of conventional and suspended as-grown CNT
devices. Furthermore, the CNT growth process, chemical vapor deposition,
and the fabrication method of superconducting thin films, magnetron sputter
evaporation, are described in more detail. Afterwards, devices are pre-selected
according to their electrical behavior at room temperature. Finally, the elec-
trical measurement setup is introduced together with the basic principle of the
different types of the cryogenic systems used in the framework of this thesis.

3.1. The conventional way of preparing carbon nanotube
devices

Until now, most of the electronic CNT devices are prepared by evaporating
contact materials onto pre-localized CNTs that have been grown randomly
onto a substrate. In this thesis, this method is referred to as the conventional
fabrication scheme; it is sketched in Fig. 3.1 and its single steps are described
in the following:

Figure 3.1. (facing page): The conventional way of fabricating CNT devices. See text for
detailed descriptions of the single production steps and Appx. A for detailed process
parameters.
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(a) The substrate is formed by a highly boron-doped Si* " wafer piece covered
with an insulating, thermally grown SiO2 layer of ~ 400 nm thickness.
It is cleaned by sonication in an acetone bath, followed by a treatment
in UV ozone. Then, catalyst particles are dissolved and highly diluted in
IPA to be deposited onto the substrate by spin-coating.

(b) CNTs are grown by chemical vapor deposition (CVD) (see Ch. 3.3).

(¢) Individual CNTs are localized with respect to pre-defined marker grids
and selected by imaging in a scanning electron microscope (SEM).

(d) Polymethyl methacrylat (PMMA) spin-coating deposits the electron
beam (e-beam) resist onto the sample. The thickness of the resulting
thin layer can be controlled by the amount of the diluent chlorobenzene.

(e) The contact structures are patterned and exposed by an e-beam in
the SEM in order to break the resist’s polymer chains.

(f) A treatment in a developer bath removes only those parts of the PMMA
that have been exposed. The structuring described in (d)—(f) is com-
monly referred to as e-beam lithography (EBL).

(g) The developed areas are cleaned by hydrogen (H:) plasma in order to
get rid of possible PMMA residues sticking to the CNT.

(h) The contacts are prepared by thin film deposition (see Ch. 3.4) directly
onto the substrate where the PMMA has been removed.

(i) The remaining PMMA is dissolved and removed in an acetone bath together
with the metal on top of it in the so-called lift-off process, so that only
the contact structures remain.

(k) The device is ready to be glued into a standard chip carrier and con-
nected to it by Al wire bonding.
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This conventional device fabrication method is well established, but it is appar-
ent that the pre-grown CNTs have to suffer several production steps. First of
all, they are located by SEM imaging where the high-energy e-beam can cause
severe damage to the CNT, even in the low keV regime [11]. Furthermore,
PMMA residues that cannot be completely dissolved during the developing
process might keep sticking to the CNT. Therefore, an Hs plasma cleaning
step is applied to remove those residues, which in turn could again cause de-
fects to the CNT. In order to prevent these various sources of contamination, a
novel fabrication scheme is applied in the framework of this thesis that allows
the CNT to be unaffected by growing it only as the last production step. This
method has been introduced by Cao et al. [4] and is described in the following.

3.2. Fabrication scheme of as-grown carbon nanotube
devices

As their main characteristics, as-grown CNTs are prepared as the last pro-
duction step onto pre-fabricated electrodes. This is done by first following the
steps (d)—(i) (skipping H> plasma cleaning (g)) of the conventional production
scheme of Fig. 3.1 to design a pattern of electrode pairs by EBL and reactive
magnetron sputter deposition. The subsequent steps are depicted in Fig. 3.2
and described in the following:

(a) The contacts are pre-fabricated onto a standard SiOs substrate by EBL
and thin film deposition as introduced in Ch. 3.1.

(b) In order to grow fully suspended CNTs over the electrode gap, trenches
are opened by wet-etching in buffered hydrofluoric (HF) acid. The
electrode structures are used as etching mask.

(c) Small spots are defined on one electrode of each pair by a further EBL step
to locally deposit catalyst particles by spin-coating. Since they tend to
stick better to the edges of the PMMA, their effective lengths are in-
creased by defining crosses with arm-length and arm-width of 1 um each.
This prevents them from being flushed away during lift-off.

(d) CNTs are grown as the last step by CVD. Since this a random process
and CNT number, length, and growth direction can not be controlled,
many samples have to be fabricated at the same time in order to gain a
reasonable yield of devices with single CNTs connecting the electrodes.
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Figure 3.2.: Fabrication scheme of as-grown CNT devices. (a)—(d) See text for de-
scriptions of the single production steps and Appx. A for detailed process parameters.
Finally, the electrodes are connected to source and drain while the substrate is used as
global back-gate. (e) Electron micrograph of the suspended, as-grown CNT Device D1.
The accumulation of catalyst particles on the right electrode activates the growth of
many CNTs during the CVD process. A QD forms in the suspended segment between
the two contacts consisting of superconducting Re.
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Finally, the sample is glued into a standard chip carrier and the contacts are
connected correspondingly by Al wire bonding. Since the chip carriers and
the wiring of the cyrostats is designed for 20 lines, a maximum number of 9
devices, i.e. electrode pairs, plus the global back-gate can be contacted in each
chip. SEM imaging is only done after the measurements to avoid damaging
by the high energy electron beam. Therefore after bonding, each device has to
be checked electrically for CNTs contacting the two electrodes. The electron
micrograph in Fig. 3.2 (e) demonstrates how an ideal as-grown, suspended CNT
device should look like. In general, four different kinds of samples are prepared
in the framework of this thesis and are labeled accordingly:

A: conventionally prepared devices as introduced in Ch. 3.1 with SEM located
CNTs and post-deposited contacts

B: same as A with additional recessed bottom-gates

C: devices with as-grown CNT on top of pre-fabricated electrodes as intro-
duced in Ch. 3.2

D: same as C with additional trenches between the electrodes opened by HF
etching

3.3. Chemical vapor deposition of carbon nanotubes and
device characterization

The growth process of CNTs is activated when a metal catalyst thermally
decomposes some hydrocarbon vapor. This process is called chemical vapor
deposition and is done in a special, in-house built reactor setup, where both, the
flow-rates of the involved reaction and protection gases and the temperature
can be well controlled. The catalyst solution (see the exact composition in
Appx. A) is sonicated for at least three hours in order to break up clusters
of particles [108]. This is crucial, since the diameter of the resulting CNTs
is closely determined by the diameter of the catalytic particles [109]. After
placing the catalyst onto the sample it is put into the CVD reactor where the
heating to the final growth temperature of 850 — 950 °C takes place under a
protective and reducing Ar/H, atmosphere. Replacing Ar by methane (CH,4)
feeding gas for 10 — 15 min then activates the CNT-growth. Reversing these
steps yields a stop of the growth process and ensures chemical protection during
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the cool-down. If contacts have been pre-fabricated and additionally tend to
form oxides, such as rhenium, the cool-down takes place in Ar/Hs atmosphere
to T' < 200 °C before venting the reactor.

After the synthesis of the CNTs in the CVD reactor, the sample is tested at
room temperature for electrical contact between each of the electrode pairs.
This is done at the needle probing station where both bonding pads of a re-
spective electrode pair and the back-gate can be contacted by sharp conducting
needles. It is not only possible to check for the general device functionality, but
also for several electronic properties of the devices, that means to determine if
the respective CNT is metallic, semiconducting, or if it shows a small band-
gap. While typical examples of the two latter cases are depicted in Fig. 3.3, a
metallic CNT does not show any dependence G(Vhg). Sometimes it is possible
to tell if the device consists of a single CNT or rather a bundle or several CNTs
in parallel. For example, a positive offset in G within the band-gap regime
of an actual semiconducting CNT), is sign of a parallel array of metallic and
semiconducting CNTs. The high temperatures and the Ha-rich atmosphere
make the CVD the most critical step in the whole fabrication scheme for the
pre-fabricated superconducting contacts and limits the choice of materials dras-
tically. Chapter 4 will discuss the challenge of finding and preparing materials
that are suitable for this process.
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Figure 3.3.: Measured differential conductance G as a function of back-gate voltage Vig
at room temperature at the needle probing station. (a) Example of a semiconducting
CNT. (b) Example of a small band-gap CNT (see Ch. 2.2).
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3.4. Magnetron sputter deposition of superconducting
contacts

The preparation of the contacts is done by magnetron sputter deposition in
two different systems: the in-house built ESCA3 machine and the commercial
AJA system. They differ in their handling and some of the process parameters
(see Appx. A for details), but the fundamental concept is the same: Ar gas is
ionized to form a plasma near a target of the desired material which leads to the
ablation of single atoms and thereby the formation of thin layers of controllable
thickness on a substrate. This principle is basically sketched in Fig. 3.4.

The sputtering is done in an ultra-high vacuum (UHV) chamber with a base-
pressure in the 107° mbar regime. Ar gas is introduced into the chamber to
form a glow discharge plasma which can be defined as a region of relatively
low-temperature gas containing positively charged Ar* ions and electrons. By
applying bias to the target, the Ar" is accelerated towards it and thereby
both, electrons and target atoms are released. Since the latter are neutral
they are not influenced by electric and magnetic fields and can be deposited
on the substrate. On the other hand, the electrons are ionizing further Ar and
sustaining the plasma [110]. The two characteristic parameters of a plasma can
be well controlled: first, the Ar pressure determines the degree of ionization
a = N, /(Npp+ + Nar), with the respective densities N; of electrons, Ar™ ions,
and Ar gas. Second, the electron energy distribution, approximated by the
electron temperature T, can be tuned by the strength of the electric field
which has an additional effect on a.

The magnetron is positioned right beneath the sputter target in order to con-
fine the charged plasma particles nearby its surface. It consists of a ring-shaped
magnet with out-of-plane magnetization and a counterpart with opposite mag-
netization direction in the center of the ring. This configuration gives rise to
magnetic field lines above the target that make electrons move helically along
them near the surface. Thus, the number of ionizing collisions is increased
locally. This results in more Ar™ ions which allow for a higher ablation rate
at a relatively low plasma pressure. This is important, since it keeps the mean
free path of the sputtered atoms large and consequently the deposition rate as
well. The magnetic trap does not affect the neutral sputtered atoms.

There are basically two ways to operate the plasma which are referred to as
DC and RF sputtering, respectively, according to the applied bias voltage.
For the DC mode the required setup is more simple, but it only works with
conducting sputter materials. On the other hand, RF sputtering is typically
used to avoid charge build-up on insulating targets. For this the sign of the bias
is varied at rates of radio frequency (~ 10 MHz). For the sample fabrication
in the framework of this thesis, DC sputtering was applied in a pulsed mode,
that means the power is applied in short pulses with a frequency of typically
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250 kHz and a pulse width of 1600 ns. This yields an additional possibility
to control the deposition rate and to allow the usage of higher power without
causing the target to overheat.

Another advantage of magnetron sputter deposition is the possibility to prepare
compound materials. By adding nitrogen (N2) gas to the Ar into the chamber, a
so-called reactive sputter deposition process can be used to prepare compounds.
For example, sputtered Nb atoms chemically react with the N2 and are finally
deposited as niobium nitride (NbN). For this, the relative pressures of inert
and reactive gases determine the composition and thus the properties of the
NbN and have to be adjusted respectively. However, since this offers more
options to control the process, sputtering is the most suitable technique for
NbN deposition, compared to CVD or thermal diffusion [111], for example.
Altogether, magnetron sputter deposition is a very valuable tool for the prepa-
ration of thin films consisting of various materials. An important advantage
is the high kinetic energy of the deposited target atoms [112] which yields a

substrate
target atoms

plasma glow
discharge

Ar* ions
[ ]

Ar atoms ./

electrons

Figure 3.4.: Basic principle of magnetron sputter deposition. The target is bombarded
by ionized Art causing the release of atoms which form thin layers on the substrate.
Art ions and electrons form a plasma near the target that is driven by an electric
field between cathode and anode and that is trapped by a magnetic field to increase
the efficiency. Keeping the plasma pressure low increases the mean free path of the
sputtered atoms and thus the deposition rate.
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better adhesion to the substrate compared to thermal evaporation deposition
methods, for example. Furthermore, sputtering is a ’cold’ deposition technique
generating small heat loads onto the sample. This is important for the deposi-
tion of materials with high melting/evaporation points. All samples presented
in this thesis with superconducting contacts are prepared by sputter deposition
(Re, NbN) or co-sputtering (ReW) operating two magnetrons in parallel.

3.5. Electrical measurement setup

After the first tests for electrical functionality at room temperature at the nee-
dle probing station (see Ch. 3.3), the samples are finally cooled down and in-
vestigated at cryogenic temperatures in the sub-Kelvin regime. This is crucial,
because the investigation of QDs requires the thermal energy Ei, = kT =
8.6-107° eV /K to be smaller than the involved energy scales introduced in
Ch. 2.2 which are of the order of 0.1 — 1.0 meV.

Three different systems are available to reach temperatures from 1.5 K down
to 23 mK, which all make use of the effective cooling of liquid helium (LHe)
that is pumped on and evaporated. The systems differ mainly in the type of
LHe they use. By pumping on “*He down to a gas pressure in the mbar regime
it is possible to reach T ~ 1.5 K in the *He-cryostat. Heating and regulation
allows for tuning and stabilization of T' up to room temperature by using a
so-called variable temperature insert (VTI). This is useful for T-dependent
measurements. The 3He-cryostat is based on the evaporation of He in a closed
reservoir which consists of a piece of charcoal, or the sorb, and the 1K-pot. A
4He-cryostat system is used together with the 1K pot to cool and liquefy the
3He which is subsequently pumped on and evaporated by the sorb. Since *He
has a lower boiling point than *He, temperatures of T = 230 mK can be reached
for as long as three days. After all *He is evaporated, it has to be re-condensed
by heating the sorb to release the gas, and a new cooling cycle can be started.
Even lower temperatures can be reached in the *He/*He dilution refrigerator
by taking advantage of the component’s characteristic phase separation at low
temperatures into a concentrated >He-rich and a mixed phase. Pumping on
the latter leads to evaporation of only ®He, due to its lower boiling point, and
to a transfer of *He from the concentrated to the mixed phase, since the ratio
of the *He/*He has to be constant. This transport needs a significant amount
of latent heat, similar to that of an evaporation process. This is provided by
the system which can be cooled down to T' = 23 mK. However, for T' < 1 K the
phonon temperature T, and the effective electron temperature ¢ of a system
start to decouple. This typically results in a much higher 7., compared to
the actual base temperature since the electronic system can be heated through
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Figure 3.5.: Electrical measurement setup used to apply the superimposition of V,. from
the lock-in amplifier SR830 and of V. from a Yokogawa 7651 to the source contact
of the sample. The voltage drop over the device yields a current that is converted to a
voltage signal and amplified by an in-house built IV-converter with gains in the range of
10% —10° V/A. The SR830 detects the resulting signal by the lock-in technique. While
the sample is cooled to cryogenic temperatures, the setup is at room temperature.
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the connecting cables from the environment. This requires good filtering and
shielding of electromagnetic radiation to prevent them from penetrating down
to the sample and heating the system.

At cryogenic temperatures, a QD can form on the CNT between the two con-
tacts. Its characterization is typically done with the setup that is shown in
Fig. 3.5 by means of the lock-in technique using the lock-in amplifier model
SR830 of Stanford Research Systems to apply an AC-excitation voltage Vac
to the source contact. The resulting voltage drop over the sample leads to a
current through the device that is amplified and converted by an in-house built
IV-converter to a voltage signal that can be detected again by the SR830. As
introduced in chapter 2.2, there are basically two possibilities to tune the in-
vestigated QD: a global DC back-gate voltage Vi, and a DC source-drain bias
Via. The former is applied to the Sit™+ substrate while a safety resistor of at
least 1 M) prevents a high voltage drop over the device in case there is a small
electric leak from the substrate to one of the contacts. In order to add a finite
bias voltage to source, it has to be superimposed with the AC excitation which
is done by a transformer. Voltage dividers are used to reduce the applied volt-
ages. The DC voltages are supplied by two Yokogawa 7651 sources. In order
to prevent RF-noise from penetrating through the measurement lines to the
sample and causing noise and heating, a filtering system is installed consisting
of high-frequency filters at low temperature and II-filters at room temperature.
Finally, computer based Labview software is used to control and read-out the
measured data via a GPIB bus.



Superconducting materials suitable for
as-grown carbon nanotube devices

The CVD process includes high temperatures in combination with a Ha-rich
atmosphere. This limits the choice of contact materials for the as-grown fabri-
cation scheme enormously, since they have to survive this CVD process unal-
tered and that is why first results on such devices have been achieved only on
Pt electrodes which is a very noble metal with a high melting point. A typical
superconductor used as contact for conventionally fabricated CNTs is Ti/Al
since it yields a robust proximity effect. However, it cannot be used for as-
grown devices, since it would simply melt during CVD. Therefore, alternative
superconductors have to be considered as contacts to as-grown CNTs.

The periodic table in Fig. 4.1 gives an overview of almost all known elemental
superconductors and their respective critical temperatures Tt [113]. All of them
are of type I, except the type II superconductors vanadium (V), niobium (Nb),
and technetium (Tc). Most of them can be excluded for obvious reasons: first,
their melting point is lower than the reactor temperature and second, their T is
too small and experimentally not within reach. Some of them drop out because
they are radioactive. Others, such as tantalum (Ta) and Nb, both form insulat-
ing hydrides during CVD. This leaves only rhenium (Re) as possible elemental
superconductor. Alternatively, there are potential compound superconductors
like niobium nitride (NbN) that exhibits both, a very high melting point and
a high T¢. In the following, an introduction is given to the material properties
of elemental Re, its alloy with tungsten (W), and NbN. They are characterized
and their suitability for the as-grown fabrication scheme is discussed.
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Figure 4.1.: Periodic table combined with an overview of almost all the elemental super-
conductors, their respective critical temperature T, and the material properties that
exclude them from suitability for the CVD process and thus, from the preparation of
as-grown CNT devices (adapted from Ref. [113]).

4.1. Rhenium

Rhenium has a very high melting point at T re = 3453 °C [114] and can
be prepared as single-crystal thin films by sputtering onto a heated sapphire
substrate [115]. These films exhibit a superconducting transition temperature
in the range of Tc re = 1.70—2.42 K [116, 117]. The work function is important
for the properties of the interface to a CNT and has been determined to ¢re =
5.1 eV [118] and is in the range of the CNT work function ¢ont = 4.9 +
0.1 eV [94] (see Ch. 2.5.1). Tunneling measurements on single-crystal Re show
a superconducting gap of 2Ag re = 0.5 meV [119, 120]. Furthermore, Re has
important properties for the fabrication process, as it is resistant to hydrofluoric
acid [114]; hence it can be used as an etching mask for the preparation of
trenches in the SiO2 layer between the electrodes, as described in Ch. 3.
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The Re thin films prepared in the framework of this thesis are tested in the
form of narrow strips of 6 um width and 50 nm thickness by measuring their re-
sistance R in a four-terminal setup as a function of temperature 1" and external
magnetic field B (see Fig. 4.2). For T' < T, the material is in its superconduct-
ing state, thus the resistance drops to a non-measurable small value. Since this
measurement is done after CVD, Re is shown to preserve its superconducting
properties and yields Tc re ~ 2.1 K, determined at 50 % of the normal state
resistivity. Thus, it can be used as contact material for as-grown CNT devices.
The superconducting properties of all materials prepared in this thesis are char-
acterized that way. To determine H. gre, a magnetic field is applied in both,
parallel and perpendicular orientation to the plane of the test-strip, in order to
drive the structure to the normal state. The resulting values pi0 Hc ge,)| ~ 0.67 T
and poHc Rre, . =~ 0.25 T, where po is the vacuum permeability, make it possi-
ble to suppress the superconductivity in the leads already at low B. This can
be used to tune the leads between the superconducting and the normal state
without increasing the temperature of the sample.

Altogether, Re is a promising candidate as superconducting contact material
for as-grown CNT devices. It can be prepared as thin film by magnetron sputter
deposition (see Appx. A for detailed process parameters) and survives the CVD
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Figure 4.2.: Measured superconducting transitions of a Re test-strip of 6 pm width and
50 nm thickness. The resistance as a function of temperature (a) and external magnetic
field (b) first yield the critical value T, re =~ 2.1 K, determined at 50 % of the normal
state resistivity. B is applied both, parallel and perpendicular with respect to the plane
of the Re film and results in transitions at po H¢ re,|| & 0.67 T and poHc re,1 = 0.25T,
respectively.
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process unaltered in its superconducting properties. Recently, experimental
results were published that show signatures of the superconducting gap in as-
grown CNT devices with Re [121, 122] and Re/Molybdenum contacts [123].

4.2. Rhenium in combination with tungsten

As presented in Ch. 2.5.3, a good chemical contact between CNT and metal is
supposed to yield a good electrical coupling as well. This suggests to look for
materials that form strong chemical bonds to CNTs, which has been done in
the work of M. S. Wang et al. [124] who have experimentally investigated the
mechanical robustness and reliability in combination with electrical conduc-
tance on contacts between multi-walled CNTs and carbide/tungsten wires. All
shells of the CNT have been soldered directly to the surface of a W wire which
resulted in junctions of extremely high tensile strength and very low resistances
at the same time.

This effect can be made use of by adding a thin W contact layer on top of
the basic Re electrodes described in the last section (Ch. 4.1), in order to
achieve better contact to the CNT. The superconducting properties are rather
improved, in the sense that Re/W double layer systems show a larger criti-
cal temperature of T; grc,w ~ 2.5 K compared to bare Re, as it is depicted
in the measurement of Fig. 4.3 (a). Furthermore, W offers the possibility to
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Figure 4.3.: Superconducting transitions of a (a) Re/W (50 nm / 3 nm) double layer
system and a (b) Regz W33 alloy test-strip of 6 pm width and 50 nm thickness. The
resistances as a function of temperature yields the critical values T re/w = 2.5 K and
Te Regr /Wgg =~ 6.4 K, respectively, determined at 50 % of the normal state resistance.
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create superconductors of even larger transition temperatures, if it is alloyed
to Re. This has been shown by D. S. Easton et al. who have used different
compositions of 3.5 —95 at.% of Re and have grown an alloy single crystal with
the largest superconducting transition temperature of 11.4 K [125]. As a big
advantage, such an alloy can be fabricated by simply co-evaporating the two
materials which makes it also easy to change its composition. Interestingly,
these alloys have different superconducting properties depending on their com-
position. That means it is possible to tune 7Tc by changing the amount of W
in the fabrication process. Finally, the resulting polycrystalline Re/W alloys
have an increased critical temperature compared to pure Re that can be tuned
between Te = 3.2 K for ResoWs50 and Tc = 6.8 K for ReroWso [126].

A Reg7Wa3s alloy that was prepared by magnetron co-sputtering yields a tran-

sition at T¢ Reg, /was ~ 6.35 K, as it is shown in Fig. 4.3 (b), which makes this
material system a promising candidate as superconducting contact material to
CNTs. Furthermore, it has already shown superconducting proximity effect in
graphene junctions connected to ReW [127].

4.3. Niobium nitride

Niobium has a melting point temperature of Ty N, = 2468 °C and a critical
temperature of T, np = 9.13 K [114] which makes it an additional promising
candidate as contact material for as-grown CNT devices. It turns out how-
ever, that the CVD process leads to the formation of insulating Nb hydrides.
On the other hand, Nb can be used as basis for the compound niobium ni-
tride (NbN) which is not altered by the CVD process and has an even higher
Tenony = 9.5 — 15.7 K [111, 112, 114, 128]. Experiments on reactive mag-
netron sputter deposited NbN films have shown that their crystal structure
depends on the kind of substrate and its temperature during film growth, but
even polycrystalline films grown at room temperature can have a high critical

temperature of T, non = 15.7 K [112].
The superconducting gap of NbN has already been measured at T'= 4.2 K on

a NbN/AIN/Nb tunnel junction to Ao nbn & 2.6 meV [111] for a device with a
critical temperature of T, nobx = 14.5 K. As a consequence, the superconducting
zero temperature coherence length of NbN is £ &~ 7 nm [129]. It has been
calculated from the measured temperature dependence of the upper critical
magnetic field Hco using the Ginzburg-Landau relationship

dHco hc 1 1
— = T.) — — 4.1
e R (a.1)
with the measured gradient dHco/dT = —0.49 T/K and a strong-coupling

correction for Heo that is given by Bu,, (7c) = 1.14 and can be estimated from
Tc and Ay data [129].
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Since NbN is a type II superconductor, it will allow some external magnetic
field to penetrate into its bulk forming magnetic vortices above the lower critical
magnetic field H.1. Therefore, the material is still superconducting, showing
a mixed state behavior until the upper critical magnetic field Hco is reached.
Typically, Hco2 is much larger than the critical field H. of type I materials. The
value Hco for NbN exceeds the maximum fields of the available superconducting
magnets for this thesis by far, which is in the range of 3 — 9 T, depending
on the cryostat system. Hence, the superconducting transition in an external
magnetic field is measured for various temperatures slightly below Tc, as shown
in Fig. 4.4 (a). The temperature dependence of Hcs can be approximated by

the parabolic law
H.(T) = H.(0) (1 - (TZ) > (4.2)

and a corresponding fit of the measured data points yields an estimate for the
upper critical field of poHcz,xon(0) = 30 T. The work function of NbN has
been reported as ¢nby = 4.01 eV [114]. Experiments on a NbN/NbN tunnel
junctions with an amorphous magnesium oxide tunnel barrier have revealed a
large superconducting gap of Agxbn = 5.1 meV [130]. Altogether, the super-
conducting properties and the fact that NbN survives the CVD process make it

5 (M

Figure 4.4.: (a) Measured superconducting transitions of a thin NbN test-strip as a func-
tion of a external magnetic field applied parallel to the film plane at various temper-
atures close to T; nbn =~ 10.0 K. (b) The upper critical magnetic field Hez can be
estimated by fitting the data points, determined at 50 % of the normal state resistivity,
to the parabolic law of Eq. (4.2). The sketched error region is estimated via the error
bars which are estimated from the different transition widths in (a).
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a promising candidate for contact material to as-grown CNT devices, affirmed
by the fact that superconducting proximity effect has already been observed in
a network of CNTs between NbN electrodes [131].

Summary

Table 4.1 gives an overview on the measured material properties of the different
superconducting metals that are used in this thesis to contact as-grown CNTs.
Their critical temperatures T and critical magnetic fields poHco2 parallel to the
electrode surface are determined after the CVD process by resistance measure-
ments on a test-strip of ~ 50 nm thickness and 6 pum width, respectively.

All mentioned materials have been used as contacts to as-grown CNT devices
except rhenium/molybdenum (Re/Mo) alloys. While bare Nb forms hydrides
during the CVD and becomes insulating, NbN survives this process unaltered
in its superconducting properties. However, at cryogenic temperatures, large
barriers are arising and yield an exponentially increased resistance of the device.
It is supposed to be caused by the mismatch of the work functions of NbN
(4.0 eV) and CNTs (4.9 eV), respectively and therefore, a thin Pt contact layer
is added on top of the NbN. Its much larger work function ¢py = 6.13 eV [132] is
supposed to balance the initial mismatch. Finally, this leads to very low-Ohmic
devices even at cryogenic temperatures. The results on the measurements of
QD systems are presented in Chs. 5-8.

Table 4.1.: Superconducting properties of the different metals used as contact material to
as-grown CNTs.

metal T (K) pnoHez (T) comments

Re 2.1 0.67 -

Re+W 2.5 0.5 W contact layer (3 nm)
Re/W 6.3 - alloy - Tt tunable

Nb - - forms hydrides - insulating
NbN+Pt 10.0 ~ 30 Pt contact layer (3 nm)

Re/Mo 5.2 3.2 alloy






Superconducting proximity effect in a
conventional carbon nanotube device

In this chapter, QD measurements on the conventionally fabricated, non-
suspended CNT Device A1l with superconducting Re contacts are presented.
The sample preparation is described in Ch. 3.1 and before the cool-down, the
device was checked at room temperature for functionality. The measurements
of the conductance G as a function of back-gate voltage Vi,¢ through the CNT
yield a metallic CNT that is very well coupled to the leads, as it is indicated
by the high maximum conductance of Grr = 0.84€?/h, which is equivalent
to a resistivity of Rrr = 31.7 k2. This makes it a promising candidate for
measuring some superconducting proximity effect. The low-temperature inves-
tigations were done in the 3He-cryostat at T = 230 mK, where the resulting
stability diagram yields a Coulomb blockade pattern with an additional gap of
suppressed conductance around zero-bias due to the superconducting density
of states in the leads. This gap is analyzed by fitting the measurements to a
model based on a lifetime broadened density of states.

5.1. Characterization at cryogenic temperature

The measurement of G(Vig) at T'= 230 mK is shown in Fig. 5.1 and yields a
series of Coulomb peaks where each of them represents the addition of a single
charge carrier, as it is discussed in Ch. 2.2.1. The maximum conductance at
the peak positions drops to Gmax =~ 0.6062/]1 compared it the measurement at
room temperature. This can be attributed to the presence of a superconducting
density of states in the leads, which suppresses G at equilibrium, i.e. Viq = 0.
Applying an additional bias voltage leads to a strong increase of G since the
superconducting gap is overcome, as it is shown in the stability diagram of
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Figure 5.1.: Back-gate sweep of Device Al measured at T = 230 mK. The peak values in
conductance of G = 0.6062/h suggest a good coupling of the leads to the CNT while
the irregular positions of the peaks most likely account for the formation of multiple
QDs in a bundle or a multi-walled CNT.

Fig. 5.2 (a) which exhibits a transparent device with Gmax =~ 262/h at finite
bias. The leverarm of the system is determined at the Coulomb diamond that is
fully visible around V4g = —7.62 V and calculates to 7 = AViq/AVpe = 0.008.
Both, the peak positions in Fig. 5.1 and the charge states in Fig. 5.2 (a) occur
irregularly and show no sign of the four-fold periodicity expected for a clean
CNT QD. This suggests that the device rather consists of a CNT bundle or
a multi-walled CNT which would allow for the formation of several QDs in
parallel and result in an irregular Coulomb blockade pattern, comparable to
the present measurement. Importantly, the transport measurements yield a
clear gap structure around zero-bias for essentially all gate-voltages. This is
interpreted as being induced by the superconducting density of states in the
leads and will be discussed in the following.

5.2. Nonlinear transport

In order to confirm the superconducting origin of this gap, an external magnetic
field B is applied parallel to the CNT axis while Vg is tuned to the middle
of a charge state; then Vi is swept to determine the influence on the gap
feature. The result is depicted in Fig. 5.2 (b) and shows that increasing B
reduces the depth of the gap by 50 % at B =~ 0.7 T and finally leads to a
complete suppression for B ~ 0.8 T (see Fig. 5.2 (c)). These values are in good
agreement with the critical magnetic field H. ge,|| of Re test-strips in parallel
magnetic field configuration (see Fig. 4.2 (b)). The detailed structure of the gap
is depicted in the G(Viq) plot of Fig. 5.3. It becomes clear that this gap does not
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Figure 5.2.: (a) Stability diagram of Device Al. A superconducting gap arises around zero-
bias. (b) Tuning the back-gate to the middle of a state and applying a magnetic field
parallel to the CNT axis suppresses the superconducting gap to ~ 50 % at B ~ 0.7 T
and to 100 % at B =~ 0.8 T which is in good agreement with the critical magnetic field
H_ Rre,|| of the Re contacts. (c) Line plots of (b) in steps of 0.1 T.

reach zero conductance and additionally its edges are smeared, which is not the
case for Re contacts to graphene [133], for example. This effect is interpreted
as being due to a finite lifetime broadening, as it is introduced in Ch. 2.3.2.
The corresponding parameters can be extracted by fitting the measured gap
structure by means of Egs. (2.11) & (2.12). It yields the superconducting gap
width to A = 100 peV and the lifetime broadening term to v = 60 peV.

In conclusion, using the conventional method to post-fabricate the contacts on
top of the CNT makes it possible to observe the superconducting proximity
effect in a CNT QD with Re contacts. A smeared superconducting gap is
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Figure 5.3: The conductance as a function
of bias voltage (blue curve) measured at
Boxt = 0 exhibits the superconducting
gap in combination with a finite lifetime
broadening. The fit to the tunnel cur-
rent (red curve) of Eq. (2.11), using Dynes
of Eq. (2.12) as model for the density of
states in the contacts, results in the fit
parameters for the superconducting gap
width Ag re = 100 peV and the lifetime
broadening term v = 60 peV. The mea-
sured data from Fig. 5.2 (c) was prepared
by adjusting an offset in G and compen-
sating a linear background.
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observed due to lifetime broadening effects, but the size of the gap can still
be obtained by a fit according to the Dynes density of states. The result
Ao re = 100 peV is about 150 % smaller compared to the gap width determined
on a Re tunnel junction (see Ch. 4.1) and since the broadening of the gap
is more distinct than in other superconductors, like for example Al [14], it
is more difficult to do spectroscopy measurements on CNT devices with Re
contacts. Reasons for the broadened gap could be disorder at the Re-CNT
contacts or a dirty interface, possibly caused by PMMA residues after EBL,
for example. In order to minimize contamination, the contact areas of the
CNTs are cleaned by a Hs plasma right before depositing the contacts. The
optimization of this cleaning process is quite delicate, in order to get rid of all
PMMA residues without damaging the CNT itself. Finite temperature can be
excluded as source of the broadened gap, because the measurement was done at
T = 230 mK, well below T¢ re and a regime where, according to Fig. 2.16 (b),
the gap width should hardly be affected by temperature. Polycrystalline Re
is another possible reason reason, since different crystallites with different 7
and/or coupling to the CNT could cause a smearing of the superconducting
gap. Nevertheless, it should be possible to measure some supercurrent through
CNT devices with Re contacts.



Back-gate and magnetic
field dependent inelastic cotunneling
thresholds

In this chapter, conductance measurements on the as-grown CNT Device C1
with Re/W (50 nm / 3 nm) double layer contacts are presented that are pre-
pared by successive deposition in the ESCAS8 sputter machine and measured at
T = 23 mK in the dilution refrigerator. The stability diagram of the resulting
QD shows, in addition to Coulomb blockade, sequential tunneling lines that
appear parallel to the diamond edges. They are characterized in the first sec-
tion. Furthermore, inelastic cotunneling thresholds occur within the Coulomb
diamonds and are presented in the second section. Remarkably, they show the
unusual effect of a back-gate dependence that also varies for applied external
magnetic fields of different strength.

6.1. Stability diagram and quantum dot characterization

The resistance at room temperature indicates a strong electrical coupling of the
CNT to the contacts and is listed in Tab. 6.1 together with further characteristic
attributes of Device Cl. It is identified via the Grr(Vbg) measurement as a
non-semiconducting CNT, since it does not show any back-gate dependence.
Consequently, the device probably consists of a single metallic CNT, but it is
also possible that several CNTs in parallel are connecting the electrodes. The
same kind of G(Vhg) measurement at cryogenic temperature results in a pattern
of sharp Coulomb peaks and is shown in Fig. 6.1. Again, the large conductance
value at the peak positions indicates a good coupling of the CNT to the leads.
The stability diagram is shown in in Fig. 6.2 (a) (and in Fig. 2.10) and yields a
clear Coulomb blockade pattern including both, sequential tunneling lines and
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Figure 6.1.: Back-gate sweep on Device C1 measured at T' = 23 mK. The peak values in
conductance of G = 0.2762/h suggest a good coupling of the leads to the CNT while
the irregular peak positions account for a disordered device.

inelastic cotunneling thresholds. The greyscale plot
is given in a logarithmic scale of G/(e?/h) in order
to visualize both features in the same plot. Accord-
ing to the introduction of Ch. 2.2, the system’s ca-

Table 6.1.: Characteristic
properties of Device C1

Grr | 0.83¢2/h pacitances are determined and listed together with
Rrr | 31 kQ some further characteristic properties in Tab. 6.1.

p 0.42 The length of the QD is calculated via Eq. (2.5) to
Lop | 9.5 um Lgp = 9.5 pm and is much larger than the electrode
C. 57.0 aF gap of the structure, which has a width of ~ 700 nm.
Cy 57.0 aF Therefore, it is suggested that the CNT that car-
Chg 45 aF ries the QD is not grown straight over the trench

but rather on an indirect way, which was confirmed
by SEM imaging after the electrical measurements.
Furthermore, it revealed that several CNTs were
connecting the electrodes and that some of them
grew around the electrode gap. Hence, they were
not suspended but lying over large lengths on the
substrate.

Cx 118.5 aF
Eadd 1.4 meV
OF 0.35 meV
Uc 1.05 meV

6.2. Gate-dependent inelastic cotunneling thresholds

The stability diagram of Fig. 6.2 (a) depicts some inelastic cotunneling thres-
holds that run parallel to the gate-axis and basically represent the expected
result according to their introduction in Ch. 2.2.2. However, applying an exter-
nal magnetic field B in-plane of the electrode structures has a large influence
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on the gate-dependence of these ICTs and leads to a tilt within each single
Coulomb diamond. This is shown in the measurement of Fig. 6.2 (b) where
B = 3 T results in negative slopes of the ICTs. If the field is increased further
to B = 4 T, the slope of the thresholds changes sign and becomes positive,
as it is shown in Fig. 6.2 (c¢). Accoding to the descriptions in Ch. 2.2.3, the
gate-dependence of the ICTs can be explained by renormalization effects that
are induced by different tunnel couplings of two QD orbitals to the leads.
K. Grove-Rasmussen et al. [46] have reported this feature and concluded that
these tunnel couplings are affected by magnetic fields. Thus, the effect of tilted
ICTs can vanish for finite fields. However, this is in contrast to the present
measurements, where this feature does not occur unless magnetic fields are
applied.

According to the work of J. V. Holm et al. [45], the tilted threshold should
only appear within the first two Coulomb diamonds of a four-electron shell
on the QD. Only then it would be possible for the different tunnel couplings
of two doublets to affect the level spacing and thus cause a tilt of the ICTs.
This is not the case here, since it is not possible to identify any electron shell.
Reasons for this are first, that no clear four-fold degenerate shell structure is
observable in the stability diagram, and second, that the orientations of the
tilts are the same for every Coulomb diamond, which is in contrast to the
measurements of Ref. [45]. However, the mechanism discussed in Ch. 2.2.3 can
still basically explain the presence of the observed tilts: but if more than two
doublets are considered with different couplings to the leads and with different
energy spacings, the situation becomes much more complicated and can not
be modeled any more. In this device it is most likely the case, that the gate-
dependence of the ICTs can be attributed to the different coupling of several
distinct energy levels to the leads. The fact that the tilt of the thresholds
changes with magnetic fields accounts for a dependence of these couplings on
magnetic field.

Unfortunately, this device was electrically quite unstable and many gate-jumps
occurred during the measurements randomly in time. Therefore, it was not
possible to measure the magnetic field dependence on a single Viq sweep that
cuts one specific ICT and thus would allow to investigate its behavior as
a function of magnetic fields. The reason for this can most probably be
found in the fact that this device had several CNTs connecting the two elec-

Figure 6.2. (facing page): Stability diagrams of Device C1 measured at T = 23 mK for
different external magnetic fields. (a) At zero field, a Coulomb blockade diamond
pattern is observable that exhibits both, excited state lines of increased conductance
running parallel to the diamond edges and inelastic cotunneling thresholds within the
diamonds. (b) Applying a magnetic field of B = 3 T leads to a finite tilt, i.e. a
back-gate dependence of the cotunneling thresholds appearing in all diamonds. (c)
The slope of the tilt changes if the magnetic field is increased to B =4 T.
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trodes, as it was revealed by SEM imaging after the cryogenic measurements.
One of these CNTs had a length roughly consistent with the estimate of
Lent = 9.5 um from the previous section. Furthermore, the present device
did not show any superconducting proximity effect. Even the deposition of an
additional thin W contact layer, that was supposed to form strong covalent
bonds to CNTs at the high temperature CVD process (see Ch. 4.2)), did not
lead to any improvements. One reason might be that it turned out to be ex-
tremely difficult to wire-bond onto the Re-W bonding pads of the devices. The
high ultrasonic power and force that was needed destroyed a lot of devices,
especially the low-ohmic ones. The exact source of this problem is still unclear,
in particular if it has something to do with the Re itself. Therefore, alternative
superconductors have to be taken into account and the following results were
obtained on NbN contacts.






Vibrational excitations in a carbon
nanotube quantum dot

In this chapter nonlinear conductance measurements on two as-grown CNT
devices with NbN /Pt contacts are presented. They were prepared in the ESCA3
sputter machine (see Appx. A for detailed parameters) and investigated in the
3He-cryostat at 7' = 230 mK. The clean transport characteristics of the samples
allow for the observation of very stable Coulomb blockade patterns over a large
range of back-gate voltage. Additionally, one device exhibits a parallel double
quantum dot system that is formed in a bundle of CNTs with the two involved
QDs electrostatically coupled to each other. Furthermore, tunneling electrons
are exciting longitudinal vibrations on a suspended part of the CNT that result
in a series of excited state lines with some of them accompanied by negative
differential conductance.

7.1. As-grown carbon nanotube devices with NbIN
electrodes

The electron micrograph of Fig. 7.1 shows Device C2: a single, as-grown CNT
that is grown over the electrode gap; not in a straight and direct way, but rather
bent. Electrical characterization at room temperature yields a well-coupled
small band-gap CNT of quite high conductance. Cooling it to cryogenic tem-
peratures leads to the formation of a QD whose characteristic parameters are
determined and listed in Tab. 7.1. The corresponding charge stability diagram
exhibits a clear and stable Coulomb blockade pattern, as shown in Fig. 7.2 (a),
where each diamond corresponds to an additional charge carrier on the QD. The
diamonds are not mirror symmetric with respect to zero bias but exhibit a tilt
due to asymmetric electrostatic coupling of the QD to the leads. Furthermore,
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there are excited state lines running parallel to the diamond edges that have
an equidistant spacing and some of them are accompanied by lines of NDC,
especially in the negative bias regime. From the zoomed image in Fig. 7.2 (b)
various specific properties of this system are de-

Table 7.1.. Characteristic termined: the leverarm 7, the capacitive couplings
properties of Device C2  (f, the electronic coupling parameter I' that is ex-
tracted via the FWHM of the Coulomb resonances,

Grr | 0.26¢*/h or the energy spacing of the excited state lines that
Rgr 100 k2 is determined via the average peak distance at the
Lent | 1.3 pm charge degeneracy points to 0F = 0.78 £0.13 meV,
Ui 0.42 as it is shown in the exemplary measurement of
Cs 15.2 aF G(Via) in Fig 7.2 (c). Equation (2.5), which relates
Cq 22.8 aF OF to the length of a QD, yields Lqop = 4.5 pm for
Chg 19.4 aF this device. This is much longer than the CNT
Cs 57.4 aF length of Lent &~ 1.3 um between the electrodes
Faqa | 3.5 meV determined by SEM imaging. Thus, it is likely that
r 0.3 meV the excited state lines have a different than elec-
SE 0.78 meV tronic origin. One possibility is the excitation of

phonons by tunneling electrons through the QD, as
it is discussed in Ch. 2.4. This would imply a sus-
pended CNT which is obviously not the case here, because the CNT is lying
directly on the substrate between the electrodes. However, there are short sus-
pended parts right at the transitions to the electrodes, as it can be seen in
Fig. 7.1. For an estimation, the length of the suspended parts is related to the
height of the electrode structure, which is given by ~ 60 nm and consequently
has to be exceeded. Taking into account the length-dependent energies of the
different vibrational modes of a CNT (see Fig. 2.17) and comparing them to the
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Figure 7.1.: SEM micrograph of the as-grown CNT Device C2 contacted to NbN/Pt
(50 nm / 5 nm) electrodes. The total length of the CNT is LonT &~ 1.3 pm between
the contacts where it is not suspended but lying directly on the substrate.
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measured values of 8 and the length of the suspended parts, one can roughly
suggest the excitation of the longitudinal stretching mode for this device. This
is affirmed by this vibrational mode exhibiting the largest electron-phonon cou-
pling [5], as introduced in Ch. 2.4. Inserting the level spacing into Eq. (2.14)
yields an oscillator length of Lo = 140 nm which is approximately in the range
of the suspended parts. Furthermore, lines of NDC parallel to the excited
states have already been observed in devices that show tunneling induced exci-
tation of vibrations [29] and suggests that the excited state lines originate not
in electronic but rather in vibrational excitations. Besides a good agreement
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Figure 7.2.: (a) Stability diagram measured at 7' = 230 mK of Device C2 showing stable
Coulomb blockade, additional excited state lines, and indications of negative differential
conductance (blue regions). (b) Zoom and exemplary cut position through a charge
degeneracy point. (c) The G(Viq) sweep at Vg = —3885.6 mV exhibits the average
level spacing of the excited state lines to 8FE = 0.78 £ 0.13 meV. The suppression of
conductance in the low-bias regime is due to Franck-Condon blockade. Fitting the
peak positions identified as vibrational quantum number v to Eq. 2.18 results in the
electron-phonon coupling constant g = 3.5 £+ 0.6.
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of the energy terms, a further indication for vibrational excitations is given by
the suppressed conductance in the low-bias regime at the charge degeneracy
points, which can be seen in the exemplary Viq sweep of Fig 7.2 (c), where the
resonance at zero bias is much weaker than the equidistant ones that occur at
increased Via. This effect is known as Franck-Condon blockade and has already
been observed on vibrating CNT QDs [29]. It accounts for a large electron-
phonon coupling constant g and is described in Ch. 2.4.3. Assigning the peak
positions to vibrational quantum number v and fitting their heights GJ'** to
Eq. 2.18, results in g = 3.5+ 0.6 (see Fig. 7.2 (b)). Since g > 1, it accounts for
strong electron-phonon coupling and is consistent with the presence of Franck-
Condon blockade. Concluding, the observed features give strong hints for the
tunneling induced excitation of phonons in a suspended part of a CNT QD.
Considering the energy separation of the resonances and the suspended length,
the vibrations are most probably of the longitudinal stretching mode.

7.2. Excitation of phonons in a parallel double quantum
dot system

The second Device C3 of this batch was prepared and measured under the
same conditions as Device C2. The characterization at room temperature again
yields a small band-gap CNT that is well coupled to the leads. The charac-
teristic parameters of this device are listed in Tab. 7.2 including the CNT
diameter d determined by atomic force microscopy. The stability diagram
measurement at 7' = 230 mK is shown in Fig. 7.3

Table 7.2.: Characteristic and exhibits a stable Coulomb blockade pattern
properties of Device C3  with tilted diamonds. In contrast to the previous
one, Device C3 shows some additional features that

Grr | 0.49¢*/h are not present in Fig. 7.2. First, there is a series
Rrr | 53 kQ of parallel lines of conductance running through the

d 3-4 nm blockaded regions of the Coulomb diamonds. Con-

n 0.30 sidering the results of Ch. 6, it is tempting to inter-
Cs 6.25 aF pret these features as inelastic cotunneling thresh-
Ca 6.23 aF olds, but according to the theory of Ch. 2.2.2, the
Chyg 5.31 aF onset of inelastic cotunneling is supposed to occur
Cs, 17.79 aF as step in the measurement of G(Vza). The reason

is that an additional channel available for conduc-
tance yields an increased linear I(Vza) behavior and thus, a step in differential
conductance. Furthermore, the observed thresholds depend on Vi, similar to
the ICTs of Ch. 6, but as an important difference, here they are not symmetric
with respect to zero-bias. Thus, the tilt cannot be explained by renormaliza-
tion effects that are induced by different tunnel couplings of the involved QD
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orbitals to the leads, as it is introduced in Ch. 2.2.3. In combination with the
fact that some of the observed lines are accompanied by NDC, their origin in
cotunneling events can essentially be excluded, since they can not explain any
of the observed features. Hence, these lines must have a different source and
in the following it will be argued that they are based on a parallel double QD
forming in a bundle of CNTs. In addition, it is suggested that the observed
excited state lines are due to vibrational excitations of the side-dot of this
system.

7.2.1. Parallel quantum dot system on an as-grown carbon
nanotube

Since cotunneling induced resonances within the Coulomb blockaded regions
of Fig. 7.3 are excluded, these features are interpreted as the superimposed
Coulomb blockade pattern of a second, parallel QD that forms in a parallel CNT
of a bundle. This feature has already been observed experimentally [48, 52, 53]
and is introduced in Ch. 2.2.4. The QD that shows the clearly visible and
narrow Coulomb diamonds is referred to as the main-dot, while the tilted lines
are interpreted as the parallel diamond edges with negative slope of the side-
dot. The respective edges with positive slope are not visible because this side-
dot is coupled very asymmetrically to the electrodes. This is possible if it is

Vv, (mV)

T40 ' Vo(v) ] ] 155

Figure 7.3.: Charge stability diagram of Device C3 measured at T = 230 mK. It exhibits
stable Coulomb blockade with additional ridges of increased conductance within the
diamonds and strong features of NDC. The ridges occur anti-symmetrically with respect
to the zero-bias line.
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located very close to one of the electrodes. If this picture is compared with
the electron micrograph of Fig. 7.5 (b), it can be argued, that one of the
suspended parts of the CNT holds the side-dot at the edge of the respective
electrode. The resulting strong asymmetric capacitive coupling to source and
drain would yield a very strong tilt of the diamonds, as it is introduced in
Ch. 2.2. In the case of the stability diagram in Fig. 7.3, the tilt is even so
strong, that the diamond edges with positive slope of the side-dot diamonds
are not visible within the observed back-gate regime. Additionally, the much
smaller size of the side-dot could explain its larger level spacing, according to
Eq. (2.5), and its weaker coupling to the back-gate, and thus its much larger
size. For comparison, the side-dot yields the relation of back-gate to source
capacitance to Crg/Cs = —0.017 which can be determined from the negative
slope of the diamonds. This value is much smaller that the one for the main-
dot that is given by Chg/Cs = —0.85. Furthermore, additional electrons on
the main-dot affect the side-dot such, that by the modified Coulomb repulsion,
there is a discontinuity in the diamond features of the side-dot. That means,
by proceeding to an adjacent Coulomb diamond, the position of the resonances
of the side-dot experience a voltage offset as it is sketched in Fig. 7.4 (b). The
interpretation as the superimposed diamond patterns of two parallel QDs is
the most probable way to explain the asymmetric features within the Coulomb
blockaded region.

7.2.2. Coupling of phonons to tunneling electrons via the
longitudinal stretching mode of the CNT

Considering the present system as a parallel double QD, it becomes apparent
that the diamond pattern of the weakly coupled side-dot is combined with a
series of excited state lines which occur roughly equidistant and are accompa-
nied by NDC. Furthermore, the conductance at the charge degeneracy in the
low bias regime is strongly suppressed. As introduced in Ch. 2.4, tunneling
electrons are able to excite vibrational modes in suspended CNTs which gives
rise to excited state lines at the diamond edges. In the present exotic case of
a parallel QD system, only the diamond pattern of the side-dot shows vibra-
tional excitations, which is basically sketched in Fig. 7.4 (a) on the example
of a vibrating side-dot which results in the superimposed stability diagram of
Fig. 7.4 (b). Here, also the effect of additional inter-QD coupling by a cross
capacitance plays a role and is depicted: Adding an electron to the main-dot
leads to a gating effect on the side-dot. Therefore, jumps are occurring in
'Compared to Ch. 3.5, these measurements were done on a modified setup where Vig
was applied from a non-floating voltage source. Therefore an additional isolation trans-
former was installed before the signal input of the lock-in amplifier in order to prevent

ground-loops. Unfortunately, this transformer saturated at large currents, so that the
discontinuities in the resonances of the side-dot could not be resolved.
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the stability diagram of the side-dot at the positions of the charge degeneracy
points of the main-dot. This gives also rise to the fact that in a small window of
back-gate voltage only one slope of the secondary diamonds could be observed.

By applying this model to the experimental data of Fig. 7.3, the energy of the
vibrational mode can be read directly from the distance of the excited state
lines. This is done in the center of the Coulomb diamond of Fig. 7.5 (a) at
Voe = 1.477 V, where a cut along Viq yields several peak positions. Their
separation is averaged to AFEyp = 0.74 + 0.15 meV. By comparing AFEyi, to
the energies of the different vibrational modes possible in a CNT, as depicted
in Fig. 2.17, it becomes clear that the longitudinal stretching mode is the
most probable alternative. Via Eq. (2.14), its energy can be correlated to the
oscillator length of the CNT resulting in Lo = 150 nm which is much shorter
than the electrode gap of the structure. However, it roughly matches the
suspended parts at the electrode edges, as it is shown in the electron micrograph
of Fig. 7.5 (b). The lengths of these parts can be estimated to Lo ; ~ 112 nm and
Lo i =~ 176 nm for the upper and the lower electrode in Fig. 7.5 (b), respectively.
On the other hand, if the excited state lines were of electronic origin, their
spacing would denote a QD of length Lqp &~ 2.2 pm according to Eq. (2.5),
which is not realistic considering the SEM image of the device. The vibrational
excitations themselves are a signature of strong electron-phonon coupling, i.e.
a large value of g, which means that phonons can easily be excited by tunneling
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Figure 7.4.: (a) Transport model of a parallel double QD consisting of a main-dot (red)
and a vibrating side-dot (blue). If the side-dot is located at the vibrating part of the
CNT, tunneling electrons are able to excite the longitudinal stretching modes. (b)
Sketched stability diagram of a double QD system with a vibrating side-dot. The
excitation of vibrations leads to equidistant lines running parallel to the side-dot’s
Coulomb diamonds with a separation of AE;,. For every electron that is added to
the main-dot, the corresponding gating effect on the side-dot leads to a jump in its
Coulomb diamond edges.
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Figure 7.5.: (a) High-resolution stability diagram of the largest main-dot Coulomb dia-
mond of Device C3 from Fig. 7.3. The side-dot shows a series of vibrational excited
states. The averaged energy spacing AFE,;, = 0.74 £ 0.15 meV is compatible with
the longitudinal stretching mode for a CNT of length L = 150 nm. (b) Electron mi-
crograph of the corresponding CNT. At the edges of the upper and lower electrode of
/2 60 nm thickness, the CNT is partially suspended over lengths of Lo,; &~ 112 nm and

Lg,;i = 176 nm, respectively. These match quite well the value estimated from the
energy spacing.
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electrons. Another indication is given by the suppression of conductance in the
low-bias regime. This Franck-Condon blockade is described in Ch. 2.4.3 to be
a consequence of strong electron-phonon coupling.

Another feature observed on the two devices of Ch. 7.2 is the excited state lines
being accompanied by lines of negative differential conductance. This has been
observed in various experiments, for example in CNT peapod systems [54] or in
fully suspended CNT QDs [5, 29]. In addition there have been several theoreti-
cal investigations of NDC in combination with Franck-Condon blockade [92] or
electron-phonon coupling in double QDs [134]. It is also suggested that differ-
ent locations of the QD and vibrating part lead to asymmetric Franck-Condon
factors which finally results in NDC [83]. Still, the underlying reasons are not
fully understood, but the only mechanism in a single QD with normal metal
leads that has been shown to yield NDC is electron-phonon coupling.






Recessed bottom-gate structures for
conventional carbon nanotube devices

Another possibility to fabricate clean CNT QDs with superconducting contacts
is the so-called bottom-gate approach. This production scheme is based on a
combination of conventional CNT devices and pre-fabricated trenches that are
etched into the SiO2 substrate and subsequently filled with metal. Since the
latter is exposed to the CVD process, Re is the natural choice. Very recently,
this concept with two bottom-gates has first been applied by M. Jung [51] and
has lead to the formation of a highly tunable QD system with either single,
double, or triple QDs that can be operated in different transport regimes.
Additionally, the QDs can be fully emptied and sequentially charged. At the
same time, this system has shown very clean transport properties, despite post-
processing, since it allows the electrostatic definition of very small QDs where
the characteristic energies of the QD are much larger than typical disorder
potentials.

A similar device with a single bottom-gate structure is fabricated as sketched in
Fig. 8.1. After defining several arrays of bottom-gates by EBL, they are opened
by successive inductively coupled plasma (ICP) etching and HF wet-etching (see
Appx. A for detailed parameters). While the former is an anisotropic process
and yields a trench of ~ 100 nm depth, the isotropic wet-etch step is used to
create an undercut in the trenches in order to prevent flags on the bottom-
gate during metal deposition. Subsequently, Re of 40 nm thickness is filled into
these trenches by magnetron sputter deposition, followed by conventional CNT
growth. Promising CNTs that preferably have grown perpendicular to and over
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a specific bottom-gate are then localized and contacted by the standard process
described in Ch. 3.1. Here, the contacts consist of a Ti/Au (5 nm / 70 nm)
layer system that is prepared by e-beam evaporation (see Appx.A for detailed
parameters). The device consists of a semiconducting CNT with a minimum
resistance of Rrr = 50 k{2 at room temperature.

Further investigation of the device is done at T' = 4.15 K in a liquid He trans-
port dewar. The result of a conductance measurement as a function of both,
bottom-gate voltage Viog and back-gate voltage Vi, is shown in Fig. 8.2. Unfor-
tunately, there was a leak from the CNT to the bottom-gate for [Vi0s| 2 0.8 V
which explains the presence of regions of strong noise in the measurement also
in the low Vioe regime. However, the possibility of additional tuning by the
global back-gate voltage gives rise to a QD system that can be operated in
different regimes. First, the ridges of increased conductance in the top left and
top right corner account for a Coulomb blockade pattern of a single QD. Sec-
ond, the squared pattern in the bottom right corner is a sign of a serial double
QD with small inter-QD coupling [135].

These are preliminary results and suggest the bottom-gate approach for the
fabrication of clean CNT QD devices with the big advantage of not being lim-
ited in the choice of contact materials by the CVD process. Hence, this scheme
exhibits a promising alternative to the as-grown fabrication process and would
make the whole sample fabrication process much easier. However, it turned out

Re bot gate

Figure 8.1.: Sketch of a conventional CNT device (see Fig. 3.1) with an additional re-
cessed Re bottom-gate structure that is pre-fabricated by first, the definition of narrow
lines by conventional EBL. Second, a directional ICP etching step opens a deep and
narrow trench into the SiO2 layer. However, sputter deposition is a process of very low
directionality and thus will coat the PMMA /SiO4 sidewalls to some extent, which will
later cause electrical shorts from the bottom-gate to the CNT. Therefore, isotropic HF
wet-etching is applied as third step in order to create an undercut in the SiOq layer.
Finally, Re is sputter deposited into the trenches. The Sit™ substrate is again used as
global back-gate.
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that the sputtered Re for the gate structures is not only deposited on the bot-
tom of the trenches but also on its side walls, which finally leads to an electrical
connection to the CNT. The additional wet-etching step is supposed to circum-
vent this problem by creating an undercut in the SiO2 layer, thus Re should
only be deposited on the bottom of the trench. The challenge here is to find the
best combinations of PMMA thickness and the different parameters of the two
etching processes, which is still an ongoing process. At the moment, the yield
of working devices is limited by the continuing appearance of electrical shorts
from the CNT to the bottom-gate which currently makes this method only
work in combination with the preparation of large sample batches, comparable
to those for the as-grown approach. Hence, some further optimization needs to
be done, before this method could be applied to the fabrication of clean CNT's
with superconducting contacts. The challenges in fabrication for this type of
devices lie mainly in the design and preparation of the bottom-gates.
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Figure 8.2.: Preliminary measurement at 7' = 4.15 K on the conventional CNT Device
B1 with a single pre-fabricated bottom-gate. The conductance G as a function of both,
back-gate voltage V4,z and bottom-gate voltage Vo show indications of QD behavior.
There are basically two regimes where either a single QD (in the top left and top right
corners) or a serial double QD (in the bottom-right corner) is observed.






Summary and Outlook

In conclusion, the main goal of this thesis was to prepare as-grown carbon nano-
tube devices in combination with superconducting contacts in order to combine
the typical clean electronic transport characteristics of such devices with the
variety of features that are generally provided by Cooper pair injection onto a
quantum dot. For example, it has already been possible to observe spin-orbit
interaction in an as-grown carbon nanotube [6] on normal metal contacts that
is usually masked by disorder. In combination with superconducting contacts
that would allow for several new interesting effects, as they have been suggested
by theory: the reversal of the Josephson current [23] for instance. Hence, the
initial steps towards this goal were first, to select superconducting materials
suitable for this special fabrication scheme and second, to check them for the
superconducting proximity effect on CNT QDs. In the beginning, test with
rhenium contacts on a conventionally prepared CNT device worked quite well,
meaning it was possible to observe the superconducting gap in the density of
states of the leads in transport measurements. The superconducting density
of states exhibited a finite lifetime broadening, but its superconducting origin
was proven by applying an external magnetic field to drive the electrodes into
their normal state, suppressing the gap. Therefore, in the next step rhenium
was applied as contact material for as-grown CNT devices, since it provides
the important feature of surviving the CNT growth process unaltered in its
superconducting properties, which is a major requirement. It was possible
to measure devices of good cleanliness, indicated by nice and stable Coulomb
blockade patterns in their stability diagrams. Unfortunately, in the end it was
not possible to observe any superconducting proximity effect on as-grown CNT
devices. Therefore, much effort was put into finding alternative superconduct-
ing materials and the improvement of the nanotube-superconductor interface.
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The first concept was to add a thin contact layer of tungsten on top of the
rhenium contacts where the idea was that tungsten is supposed to form much
stronger bonds to CNTs. This results in a better electrical coupling [124] and
should increase the chance for Cooper pair injection. Investigations on the
contact resistance were done in order to optimize the thickness of the tungsten
layer. Although devices of very low resistance could be realized, no super-
conducting proximity effect was observed. Therefore, additional investigations
were done on rhenium/tungsten alloy systems that allow for tuning of the crit-
ical temperature by their composition. Finally, niobium and niobium nitride
were applied as alternative contact materials. While the former turned out
to form hydrides during chemical vapor deposition, the CNT growth method,
and finally became insulating, the latter also made good contact to the CNT
at room temperature. However, it turned out that using bare NbN contacts
lead to the formation of large barriers at cryogenic temperatures and an ex-
ponentially increased resistance. Since this effect was supposed to be due to
a mismatch of the work functions of NbN and CNT, respectively, a thin plat-
inum contact layer of ~ 3 nm was added on top of the NbN contacts in order
to adjust them. In the end this lead to devices showing very low-Ohmic con-
tacts but unfortunately, no Cooper pair injection was observed. Hence, it is
suggested that some effects at the interface cause a dephasing and a breaking
of the Cooper pairs. Nevertheless, on the road to the actual goal of this thesis,
some interesting results were observed:

First, an as-grown CNT in contact to a rhenium/tungsten double layer sys-
tem exhibited a clean Coulomb blockade pattern. Both, inelastic cotunneling
thresholds and sequential tunneling features were observed in the same stability
diagram; features that usually require different coupling strengths to the leads.
Remarkably, the inelastic cotunneling thresholds were tilted with respect to
zero-bias. Typically, the onset of inelastic cotunneling is gate-independent, but
due to different couplings of two involved degenerate dot levels to the leads,
their energy separation can be tuned by the back-gate voltage. Furthermore,
these couplings, and thus the energy separation of the states, could be changed
by applying an external magnetic field, which resulted in a change of the sign
of the tilts, accordingly.

Second, as-grown CNTs were contacted to a niobium nitride/platinum dou-
ble layer system and showed clean and stable quantum dots, as well. On one
of them, again tilted resonances within the Coulomb blockaded region were
observed and initially considered as renormalized inelastic cotunneling thresh-
olds. This first assumption was disproved by several features that could not
be explained by means of cotunneling events: e.g. their occurrence as peaks
in conductance, since ICTs usually appear as steps. Furthermore, the features



85

were again tilted, but in contrast to the above-mentioned measurements, the
tilt was asymmetric with respect to zero-bias with the lines in the positive and
negative bias regime being parallel. Therefore, the interpretation as cotun-
neling events was discarded and the picture of a parallel double quantum dot
system was taken into account. This offered a stability diagram consisting of
two superimposed Coulomb diamond patterns. In addition, one of them was
assumed to be accompanied by a series of excited state lines. Due to their
equidistance and combined appearance with negative differential conductance,
they were interpreted as originating from tunneling induced vibrational exci-
tations of a suspended part of the CNT. This is affirmed by the fact that the
energy separation matches the excitation energy of the longitudinal stretching
mode for the length of a suspended part of the CNT.

Finally it seems that the as-grown approach is quite delicate for the observation
of superconducting proximity on a CNT. Since it worked on conventionally
prepared samples with Re contacts, the lack of Cooper pair injection is most
likely due to some interface effects, like contamination during chemical vapor
deposition, where a leak in the reactor could lead to Re oxidation at high
temperature, for example. Another possibility would be a dirty contact surface
or a bad wetting of the CNT}; in as-grown devices the contact area is smaller
than in conventional devices, where the CNT is completely coated by contact
metal during the deposition process.

Therefore, the bottom-gate approach was applied, that is supposed to yield
very clean CNT quantum dots despite conventional post-processing steps [51].
It lead to some preliminary results on a serial double quantum dot, but it
turned out as well, that the yield of this production scheme is quite low, i.e.
about the same order compared to the as-grown fabrication process. Therefore,
some further optimization needs to be done on this method, before it could be
applied to the fabrication of clean CNTs with superconducting contacts.

As an outlook, an alternative way to fabricate clean CNT devices would be the
so-called stamping technique. It allows a separate preparation of suspended
CNTs and the actual device. Afterwards the two parts are brought together by
stamping the CNT onto the contacts, a process which leaves the suspended part
between the electrodes unaffected [136, 137]. On the other hand, this method
results in relatively large contact resistances which are disadvantageous for
Cooper pair injection. Thus, it has not been applied in the framework of this
thesis, but nevertheless, the stamping technique has lead to interesting results
on very clean CNT quantum dots with normal metal contacts [138].






Fabrication recipes

Wafer properties and cleaning procedure
e highly boron p-doped Si wafer with 400 nm of thermal oxide
e sonicate in acetone for 10 min
e rinse in IPA and blow-dry with Ng

e UV ozone treatment for 10 min

Electron beam lithography

o PMMA resist: AR-P 671.09 950K, Allresist, diluted in chlorobenzene
— spin-coat with 4000 rpm for 40 s with ramp of 4 s
— bake on hot-plate at 180 °C for 10 min

e exposure parameters for electron microscope Zeiss Supra 40:
— 20 kV acceleration voltage
— 16.9 mm working distance

2000 pum large writefield

— 120 um large aperture

— 200 pum small writefield

— 10 pm small aperture

e develop in 1 part methyl isobutyl ketone and 3 parts IPA for 90 s

e rinse in IPA and blow-dry with Ng
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Magnetron sputter evaporation in the ESCAS3

e 5-107% mbar base pressure
e 40 sccm Ar flow
e 102 mbar sputter pressure

e sputter parameters NbN

— 4 sccm N2 flow
100 W pulsed DC power
— 250 kHz pulse frequency
1600 ns pulse width
1.0 A/s deposition rate

e sputter parameters Pt
— 50 W DC power
— 0.5 A/s deposition rate

e sputter parameters Re
— 50 W DC power
— 1.3 A/s deposition rate

e lift-off in acetone plus sonicate for 1 s

e rinse in IPA and blow-dry with Ng

Magnetron sputter evaporation in the AJA
e 5-107% mTorr base pressure
e 40 sccm Ar flow
e 4 mTorr sputter pressure

e sputter parameters Re
— 50 W DC power
— 1.1 A/s deposition rate

e sputter parameters W
— 50 W DC power
— 0.5 A/s deposition rate

e lift-off in acetone plus sonicate for 1 s

rinse in IPA and blow-dry with Ny



89

Buffered HF-etching
e 2 % buffered hydrofluoric acid
e ctch 250 nm of SiOz at a rate of 42 nm/min

e rinse in [PA and blow-dry with Ng

Catalyst

e prepare stock solutions
— dissolve 30 mg of Al,O3 nanoparticles (4 nm) in 20 ml of IPA
— dissolve 93 mg of Fe(NO3)3-9H20 in 20 ml of IPA
— dissolve 27 mg of MoO2Clz in 20 ml of IPA

e sonicate each stock solution for 12 h
e mix equal parts of the stock solutions

e sonicate the final catalyst for 12 h

Chemical vapor deposition
e sonicate catalyst for 3 h

e catalyst deposition for conventional CNT devices
— dilute 1 ml of catalyst in 25 ml of IPA
— spin-coat diluted catalyst with 4000 rpm for 10 s

e catalyst deposition for as-grown CNT devices

— define catalyst spots by standard electron beam lithography

— spin-coat undiluted catalyst with 4000 rpm for 40 s

— repeat spin-coating 5 times

— flush sample carefully with acetone
This is crucial in order to remove the unwanted catalyst on top of
the PMMA; during lift-off the acetone has to be as clean as possible
to prevent the sample from being covered with catalyst particles.

— lift-off in acetone

e heat-up in Ar (104 1/h) / H2 (8 1/h) atmosphere to T' = 950 °C
e 15 min CNT growth in CHy (44 1/h) / Hz (8 1/h) atmosphere
e cool-down in Ar (104 1/h) / H2 (8 1/h) atmosphere to T < 200 °C
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Inductively coupled plasma etching
e 5-107° Pa base pressure

e 30 sccm CF4 flow

0.4 Pa CF4 pressure

50 W ICP power

45 W HF power

e 1 nm/s etching rate of SiO;

Hydrogen plasma cleaning
e 20 sccm Hs flow
e 1.2 mbar Hz pressure

e 110 °C reactor temperature

25 W RF power

40 nm/min etching rate of PMMA resist

Electron beam evaporation in the Balzers PLS 500
e 2-1077 mbar base pressure
e —5 °C sample temperature
e 10 kV gun voltage

e gun parameters Ti
— 45 mA gun current
— 0.8 A/s deposition rate

e gun parameters Au
— 300 mA gun current
— 1.4 A/s deposition rate

e lift-off in acetone

e rinse in IPA and blow-dry with N2
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